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Preface

The starting point for this book was the mini-workshop on “The Homotopy
Theory of Homotopy Theories”, held in Caesarea, Israel, in May 2010, and the
lecture notes from the talks given there. I was asked by a number of people if
those notes might be turned into a more formal manuscript, and this book is the
result. In the end, I have omitted some of the topics that were addressed at that
workshop, simply because to have included them properly would have greatly
increased the length. The topics included in the last chapter of this book were
chosen to be in line with some of the applications that were discussed there.

Since 2010, our understanding of (∞, 1)-categories has only increased, and
they are being used in a wide range of applications. There are many directions
I could have taken with this book, but I have chosen here to give a balanced
treatment of the different models and the comparisons between them. I also
look at these structures primarily from the viewpoint of homotopy theory, con-
sidering model structures and Quillen equivalences. In particular, I do not go
into much detail on the treatment of (∞, 1)-categories as generalizations of
categories, nor to the development of standard categorical notions in this new
context. Joyal and Lurie have treated this topic extensively, extending many
categorical notions into the context of quasi-categories in particular [73, 88].
Much less has been done in other models with weak composition, but some
work has been done in complete Segal spaces, for example [76].

A number of choices have been made in the presentation given here. While
the goal is to give a thorough treatment of the different models, experts on
the subject know that just about every model has some technicalities which
are intuitively sensible but exceptionally messy to prove. In many cases, I have
chosen to omit these technical points and simply refer the reader to the original
reference. While this decision makes our book less comprehensive, the hope is
that it allows the reader to get the big ideas and most of the details of the proofs
without getting sidetracked into often unenlightening, if necessary, combina-
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xii Preface

torial arguments. I have also deliberately suppressed most set-theoretic points,
but have tried to point out where they arise.

Finally, I should point out that our treatment does not treat all possible ap-
proaches to the subject. Most notably absent is Toën’s axiomatic treatment
[116], but recently there have also been more geometric models, for exam-
ple by Ayala, Francis, and Rozenblyum [5, 6], as well as a formal categorical
treatment by Riehl and Verity [105, 106, 107].
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Introduction

There are two ways to think about (∞, 1)-categories. The first is that an (∞, 1)-
category, as its name suggests, should be some kind of higher categorical
structure. The second is that an (∞, 1)-category should encode the data of a
homotopy theory. So we first need to know what a homotopy theory is, and
what a higher category is.

We can begin with the classical homotopy theory of topological spaces. In
this setting, we consider topological spaces up to homotopy equivalence, or
up to weak homotopy equivalence. Techniques were developed for defining
a nice homotopy category of spaces, in which we define morphisms between
spaces to be homotopy classes of maps between CW complex replacements of
the original spaces being considered. However, the general framework here is
not unique to topology; an analogous situation can be found in homological
algebra. We can take projective replacements of chain complexes, then chain
homotopy classes of maps, to define the derived category, the algebraic ana-
logue of the homotopy category of spaces.

The question of when we can make this kind of construction (replacing by
some particularly nice kinds of objects and then taking homotopy classes of
maps) led to the definition of a model category by Quillen in the 1960s [100].
The essential information consists of some category of mathematical objects,
together with some choice of which maps are to be designated as weak equiv-
alences; these are the maps we would like to think of as invertible but may not
be. The additional data of a model structure, and the axioms this data must sat-
isfy, guarantee the existence of a well-behaved homotopy category as we have
in the above examples, with no set-theoretic problems arising.

A more general notion of homotopy theory was developed by Dwyer and
Kan in the 1980s. Their simplicial localization [57] and hammock localiza-
tion [56] constructions provided a method in which a category with weak
equivalences can be assigned to a simplicial category, or category enriched in

1
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2 Introduction

simplicial sets. More remarkably, they showed that up to a natural notion of
equivalence (now called Dwyer–Kan equivalence), every simplicial category
arises in this way [55]. Thus, if a “homotopy theory” is just a category with
weak equivalences, then we can think of simplicial categories as homotopy
theories. In other words, simplicial categories provide a model for homotopy
theories.

However, with Dwyer–Kan equivalences, the category of small simplicial
categories itself forms a category with weak equivalences, and therefore has a
homotopy theory. Hence, we have a “homotopy theory of homotopy theories”.
In fact, this category has a model structure, making it a homotopy theory in the
more rigorous sense [27].

In practice, unfortunately, this model structure is not as nice as we might
wish. It is not compatible with the monoidal structure on the category of sim-
plicial categories, does not seem to have the structure of a simplicial model
category in any natural way, and has weak equivalences which are difficult to
identify for any given example. Therefore, a good homotopy theorist might
seek an equivalent model structure with better properties.

An alternative model, that of complete Segal spaces, was proposed by Rezk
[103]. Complete Segal spaces are simplicial diagrams of simplicial sets, sat-
isfying some conditions which allow them to be thought of as something like
simplicial categories but with weak composition. Their corresponding model
category is cartesian, and is given by a localization of the Reedy model struc-
ture on simplicial spaces. Hence, the weak equivalences between fibrant ob-
jects are just levelwise weak equivalences of simplicial sets, and we have a
good deal of extra structure that the model category of simplicial categories
does not possess.

Meanwhile, in the world of category theory, simplicial categories were seen
as models for (∞, 1)-categories, or weak ∞-categories, with k-morphisms de-
fined for all k ≥ 1, that satisfy the property that, for k > 1, the k-morphisms are
all weakly invertible. To see why simplicial categories provide a natural model,
it is perhaps easier to consider instead topological categories, where we have
a topological space of morphisms between any two objects. The 1-morphisms
are just points in these mapping spaces. The 2-morphisms are paths between
these points; at least up to homotopy, they are invertible. Then 3-morphisms
are homotopies between paths, 4-morphisms are homotopies between homo-
topies, and we could continue indefinitely.

In the 1990s, Segal categories were developed as a weakened version of sim-
plicial categories. They are simplicial spaces with discrete 0-space, and look
like homotopy versions of the nerves of simplicial categories. They were first
defined by Dwyer, Kan, and Smith [58], but developed from this categorical
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Introduction 3

perspective by Hirschowitz and Simpson [70]. The model structure for Segal
categories, begun in their work, was given explicitly by Pellissier [97].

Yet another model for (∞, 1)-categories was given in the form of quasi-
categories or weak Kan complexes, first defined by Boardman and Vogt [36].
They were developed extensively by Joyal, who defined many standard cat-
egorical notions, for example limits and colimits, within this more general
setting. Although much of his work is still unpublished, the beginnings of these
ideas can be found in [73]. The notion was adopted by Lurie, who established
many of Joyal’s results independently [88].

Finally, going back to the original motivation, Barwick and Kan proved that
there is a model category on the category of small categories with weak equiv-
alences; they instead use the term “relative categories” [11].

Comparisons between all these various models were conjectured by several
people, including Toën [115] and Rezk [103]. In a slightly different direction,
Toën proved that any model category satisfying a particular list of axioms must
be Quillen equivalent to the complete Segal space model structure, hence ax-
iomatizing what is meant to be a homotopy theory of homotopy theories, or
homotopy theory of (∞, 1)-categories [116].

Eventually, explicit comparisons were made, as shown in the following
diagram:

SC SeCat f SeCatc CSS

QCat RelCat

The single arrows indicate that Quillen equivalences were given in both di-
rections, and these were established by Joyal and Tierney [74]. The Quillen
equivalence between simplicial categories and quasi-categories was proved in
different ways by Joyal, Lurie [88], and Dugger and Spivak [51, 52]. The
Quillen equivalence between complete Segal spaces and relative categories
was given by Barwick and Kan [11]. The zigzag across the top row was es-
tablished by the present author [30]. The original model structure for Segal
categories is denoted by SeCatc; the additional one SeCat f was established
for the purposes of this proof.

In short, the purpose of this book is to make sense of this diagram. What, ex-
plicitly, are simplicial categories, Segal categories, quasi-categories, complete
Segal spaces, and relative categories? What is the model category correspond-
ing to each, and how can they be compared to one another? The answers to
these questions have all been known and are in the literature, but we bring
them together here.
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1

Models for Homotopy Theories

In this chapter, we introduce the main ideas of modeling homotopy theories.
Since the main objective of this book is to understand the homotopy theory
of (∞, 1)-categories, this material allows us to put this idea into a rigorous
framework. Most significantly, we explain the structure of a model category,
as developed by Quillen. However, most of the material here is to be regarded
as background, so very few proofs are given; we give numerous references, so
that a reader unfamiliar with certain concepts can find more details elsewhere.

1.1 Some Basics in Category Theory

We begin with a brief review of some essential definitions in category theory.

Definition 1.1.1 A category C consists of:

• a collection of objects, ob(C), and
• for any x, y ∈ ob(C), a set of morphisms, denoted HomC(x, y), such that
• if f ∈ HomC(x, y) and g ∈ HomC(y, z), then there is a composite morphism

g ◦ f ∈ HomC(x, z), and
• given any object x in C, there is an identity morphism idx ∈ HomC(x, x).

If f ∈ HomC(x, y), we often write f : x → y, and say that x is the source of f
and that y is the target of f .

These data are required to satisfy the following two axioms.

• (Associativity) If f : w→ x, g : x→ y, and h : y→ z, then

h ◦ (g ◦ f ) = (h ◦ g) ◦ f .

4
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1.1 Some Basics in Category Theory 5

• (Unit) Given any f : x→ y, we have

f ◦ idx = f = idy ◦ f .

Example 1.1.2 The category of sets, denoted by Sets, has as objects all sets
and as morphisms all functions between sets.

Example 1.1.3 The category of groups, denoted by Gps, has as objects all
groups and as morphisms all group homomorphisms.

Definition 1.1.4 A category C is small if ob(C) is a set.

Example 1.1.5 Let n ≥ 0 be a natural number. Consider the category [n] with
objects 0, 1, . . . , n and morphisms defined by

Hom[n](i, j) =

⎧⎪⎪⎨⎪⎪⎩
∗ i ≤ j

∅ i > j.

Here, by ∗ we mean a one-element set. Then [n] is an example of a small
category. We can depict [n] as

0→ 1→ 2→ · · · → n.

Observe, in contrast, that neither the category of groups nor the category of
sets is small.

In a category, we often distingush the morphisms which are invertible.

Definition 1.1.6 A morphism f : x → y in a category C is an isomorphism
if there exists a morphism g : y → x such that g ◦ f = idx and f ◦ g = idy. A
category C is a groupoid if all its morphisms are isomorphisms.

We also note the following special kinds of objects that a category might
possess.

Definition 1.1.7 An object ∅ of a category C is initial if, for any object c in
C, there is a unique morphism ∅ → c in C. Dually, an object ∗ is terminal if,
for any object c of C, there is a unique morphism c → ∗ in C. If an object is
both initial and terminal, it is called a zero object.

Proposition 1.1.8 [4, 2.8] Initial and terminal objects in a category are
unique up to isomorphism.

Let us look at a few ways to obtain new categories from ones we already
have. One basic way is to reverse the direction of the morphisms.
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6 Models for Homotopy Theories

Definition 1.1.9 Let C be a category. Its opposite category is the category
Cop with the same objects as C and morphisms defined by

HomCop (x, y) = HomC(y, x).

Definition 1.1.10 A subcategoryD of a category C consists of a subclass of
the objects ofC and, for any objects x and y, a subset HomD(x, y) ⊆ HomC(x, y),
such thatD also satisfies the necessary conditions to be a category.

Definition 1.1.11 Let C be a category. A full subcategory of C is a categoryD
whose objects form a subclass of the objects of C and for which HomD(c, c′) =
HomC(c, c′).

Definition 1.1.12 Let C be a category and c an object of C. The category of
objects of C over c has objects given by morphisms d → c in C and morphisms
the maps d → d′ in C making the diagram

d c

d′

commute. This category is denoted by C ↓ c or by C/c. Dually, the category of
objects of C under c has objects given by morphisms c → d and morphisms
the maps d → d′ making the diagram

c d

d′

commute. This category is denoted by c ↓ C.

We can also consider functions between categories.

Definition 1.1.13 Let C and D be categories. A functor F : C → D assigns
to any object x of C an object F(x) of D, and to any morphism f : x → y of C
a morphism F( f ) ofD, such that

• F( f ) : F(x)→ F(y),

• F(g ◦ f ) = F(g) ◦ F( f ), and

• F(idx) = idF(x) for every object x of C.

Example 1.1.14 The collection of small categories and functors between
them itself forms a category, which we denote by Cat.
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1.1 Some Basics in Category Theory 7

We might ask whether two categories are essentially the same. While we
could demand that categories only be considered equivalent if their objects
and morphisms are in bijection with one another, we typically consider instead
the following definition.

Definition 1.1.15 A functor F : C → D is an equivalence of categories if:

1 for every object x and y of C, the map of sets HomC(x, y)→ HomD(Fx, Fy)
is an isomorphism, and

2 F is essentially surjective, i.e., for any object d of D, there exists an object
c in C together with an isomorphism F(c)→ d inD.

In this case, we say the categories C andD are equivalent.

If a functor F satisfies the first condition for equivalence of categories, it is
said to be fully faithful. It is full if each such map is surjective and faithful if
each such map is injective.

We are often interested not just in a functor from one category to another,
but in pairs of functors which go back and forth between two categories in a
suitably compatible way.

Definition 1.1.16 Suppose that F : C → D and G : D → C are functors. The
pair (F,G) is an adjoint pair of functors if, for any object x of C and object y
ofD, there is a natural isomorphism

HomD(F(x), y) � HomC(x,G(y)).

The functor F is called the left adjoint and the functor G is called the right
adjoint. We often write an adjoint pair as

F : C� D : G

and employ the convention that the left adjoint always appears as the topmost
arrow.

Example 1.1.17 There is a forgetful functor Gps → Sets which takes a
group to its underlying set. This functor has a left adjoint, taking a set to the
free group on that set. Such an adjoint pair is called a forgetful-free adjunction.

A functor from a small categoryD to an arbitrary category C can be thought
of as picking out a configuration of objects and morphisms in C which have
the shape ofD.

Definition 1.1.18 Let C be a category andD a small category. AD-diagram
in C is a functorD → C.
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8 Models for Homotopy Theories

Within a category, we are often interested in objects which satisfy certain
universal properties with respect to diagrams in that category. Hence, we turn
to limits and colimits.

Definition 1.1.19 Let D : D → C be a diagram. A limit for D is an object
limD D of C such that there are maps limD D → D(d) for every object d of
D, compatible in the sense that, if d → e is a morphism in D, there is a
commutative triangle

limD D D(d)

D(e),

and these triangles are all compatible with one another. Furthermore, the object
limD D is universal in the sense that, if there exists any other object c of C
together with such maps, then each map c→ D(d) factors through limD D.

In particular, if a limit of a diagram exists, it is unique up to unique isomor-
phism.

Definition 1.1.20 A category C has all small limits if, for every diagram
D : D → C, withD small, the limit limD D exists.

We can similarly define what it means for a category to have all finite limits.
We now give a few of the most common examples of limits.

Definition 1.1.21 A product is a limit of a diagram consisting of objects but
no nonidentity morphisms. A pullback is a limit of a diagram of the form

(• → • ← •) .

An equalizer is a limit of a diagram of the form

(•⇒ •) .

We give two criteria for determining whether certain kinds of limits exist in
a category.

Proposition 1.1.22 [4, 5.23] If a category has pullbacks and a terminal ob-
ject, then it has all finite limits.

Proposition 1.1.23 [4, 5.24] If a category has all small products and all
equalizers, then it has all small limits.

We similarly have the dual notion of colimit of a diagram.
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1.1 Some Basics in Category Theory 9

Definition 1.1.24 Let D : D → C be a diagram. A colimit for D is an object
colimD D of C such that there are maps D(d) → colimD D for every object d
of D, compatible in the sense that, if d → e is a morphism in D, there is a
commutative triangle

D(d) colimD D

D(e) ,

and these triangles are all compatible with one another. Furthermore, the object
colimD D is universal in the sense that, if there exists any other object c of C
together with such maps, then each map D(d)→ c factors through colimD D.

Again, if colimits exist, then they are unique up to unique isomorphism.

Definition 1.1.25 A category C has all small colimits if, for every diagram
D : D → C, withD small, the colimit colimD D exists.

Definition 1.1.26 A coproduct is a colimit of a diagram consisting of objects
but no nonidentity morphisms. A pushout is a colimit of a diagram of the form

(• ← • → •) .

A coequalizer is a colimit of a diagram of the form

(•⇒ •) .

We will have need of the following kinds of colimits as well.

Definition 1.1.27 [90, IX.1] A nonempty categoryD is filtered if

1 for any two objects d and d′ of D, there exists an object e together with
morphisms d → e and d′ → e, and

2 given two different morphisms u, v : c→ d, there exist an object e and mor-
phism w : d → e such that wu = wv.

If F : D → C is a functor with D a filtered category, then the colimit of F
is called a filtered colimit. If D is a partially ordered set (so that there is only
one possible morphism i → j in D) which satisfies condition (1), then D is a
directed poset and a colimit of a functor F : D → C is a directed colimit.

Similarly to the case for limits, we have criteria for when a category has
certain kinds of colimits.

Proposition 1.1.28 [4, 5.25] If a category has all small coproducts and all
coequalizers, then it has all small colimits.
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10 Models for Homotopy Theories

Proposition 1.1.29 [4, 9.14] Left adjoint functors preserve colimits and right
adjoint functors preserve limits.

Remark 1.1.30 We can define initial and terminal objects in terms of limits
and colimits. Consider the empty category ∅ with no objects. For any category
C, the limit of the functor ∅→ C (if it exists) is a terminal object of C; and the
colimit of such a functor (if it exists) is an initial object of C.

Not only do we have functors between categories, but we can also consider
interactions between different functors.

Definition 1.1.31 Let F,G : C → D be functors. A natural transformation
η : F → G is a family of morphisms ηc : F(c) → G(c) in D, indexed over all
objects c of C, such that, for any morphism f : c→ c′ in C, the diagram

F(c) G(c)

F(c′) G(c′)

ηc

F( f ) G( f )

ηc′

commutes. A natural isomorphism is a natural transformation η such that each
morphism ηc is an isomorphism inD.

Given this definition, we can give an equivalent formulation of what it means
to be an equivalence of categories.

Proposition 1.1.32 [4, 7.25] A functor F : C → D is an equivalence of
categories if and only if there exists a functor G : D → C together with natural
isomorphisms GF � idC and FG � idD to the respective identity functors.

We can also use natural transformations to assemble the functors between
two fixed categories into a category.

Example 1.1.33 Let C be a category andD a small category. There is a cate-
gory of diagrams CD whose objects are functorsD → C and whose morphisms
are natural transformations.

IfD = [1], the category depicted by

• → •,

then C[1] is the category whose objects are morphisms of C.

Of particular interest are functors to the category of sets which are repre-
sented by an object, in the following sense.
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1.1 Some Basics in Category Theory 11

Definition 1.1.34 Let C be a category. A functor C → Sets is representable
if it is of the form HomC(−, c) for some object c of C.

Definition 1.1.35 Let D be a small category. The Yoneda embedding is the
functor y : D → SetsD

op
which sends an object d of D to the representable

functor HomD(−, d) and a morphism f : d → d′ to the natural transformation
HomD(−, d)→ HomD(−, d′).

The following result gives some indication of why we like representable
functors.

Lemma 1.1.36 (Yoneda lemma) [4, 8.2] Let C be a small category and
F : Cop → Sets a functor. Given any object c of C, there is an isomorphism
HomSetsCop (y(c), F) � F(c) of sets which is natural in both F and c.

Now we turn our attention to additional structures on categories. The first
such structure has the additional data of a binary operation on the objects of a
category.

Definition 1.1.37 A monoidal category is a category C which is equipped
with

1 a tensor product functor ⊗ : C×C → C, where the image of a pair of objects
(x, y) is denoted by x ⊗ y,

2 a unit object I,

3 for every x, y, z ∈ ob(C), an associativity isomorphism

ax,y,z : (x ⊗ y) ⊗ z→ x ⊗ (y ⊗ z),

natural in the objects x, y, and z, and

4 for every x ∈ ob(C), a left unit isomorphism �x : I ⊗ x → x and a right unit
isomorphism rx : x ⊗ I → x, both natural in x.

We further assume that the diagrams

((w ⊗ x) ⊗ y) ⊗ z

(w ⊗ (x ⊗ y)) ⊗ z (w ⊗ x) ⊗ (y ⊗ z)

w ⊗ ((x ⊗ y) ⊗ z) w ⊗ (x ⊗ (y ⊗ z))

aw⊗x,y,zaw,x,y⊗idz

aw,x⊗y,z aw,x,y⊗z

idw ⊗ax,y,z
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12 Models for Homotopy Theories

and

(x ⊗ I) ⊗ z x ⊗ (I ⊗ y)

x ⊗ y

ax,I,y

rx⊗idy idx ⊗�y

commute for any objects w, x, y, and z of C.

We denote such a monoidal category by (C,⊗, I) when we want to emphasize
the tensor product and unit.

Definition 1.1.38 A monoidal category (C,⊗, I) is symmetric if, additionally,
it is equipped with isomorphisms sx,y : x⊗ y→ y⊗ x for any objects x and y of
C, natural in x and y, such that the diagrams

(x ⊗ y) ⊗ z (y ⊗ x) ⊗ z

x ⊗ (y ⊗ z) y ⊗ (x ⊗ z)

(y ⊗ z) ⊗ x y ⊗ (z ⊗ x) ,

sx,y⊗idz

ax,y,z ay,x,z

sx,y⊗z idy⊗sx,z
ay,z,x

x ⊗ I I ⊗ x

x ,

sx,I

rx �x

and

x ⊗ y y ⊗ x

x ⊗ y

sx,y

idx⊗y

sy,x

commute for all objects x, y, and z of C.

Definition 1.1.39 A symmetric monoidal category (C,⊗, I) is closed if, for
any object y of C, the functor − ⊗ y : C → C has a right adjoint.

The right adjoint is usually denoted by (−)y; an object of C in the image of
this functor is called an internal hom object of C. One can also define what it
means for a nonsymmetric model category to be closed.
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1.2 Weak Equivalences and Localization 13

Now we turn to the case where the hom sets in a category have extra struc-
ture.

Definition 1.1.40 Let (C,⊗, I) be a monoidal category. A category D en-
riched in C consists of

1 a collection of objects, denoted by ob(D),
2 for any pair x, y ∈ ob(D), an object MapD(x, y) of C,
3 for every x, y, z in ob(D), a composition morphism

cx,y,z : MapD(x, y) ⊗MapD(y, z)→ MapD(x, z)

in C, and
4 for every x ∈ ob(D), a unit map ηx : I → MapD(x, x) such that the diagrams

I ⊗MapD(x, y) MapD(x, x) ⊗MapD(x, y)

MapD(x, y)

ηx⊗id

cx,x,y

and

MapD(w, x) ⊗ I MapD(w, x) ⊗MapD(x, x)

MapD(w, x)

id⊗ηx

cw,x,x

are commutative.

We assume that composition is associative, in that, for any w, x, y, z ∈ ob(D),
the diagram

MapD(w, x) ⊗MapD(x, y) ⊗MapD(y, z) MapD(w, y) ⊗MapD(y, z)

MapD(w, x) ⊗MapD(x, z) MapD(w, z)

cw,x,y⊗id

id⊗cx,y,z cw,y,z

cw,x,z

commutes.

1.2 Weak Equivalences and Localization

The main idea of homotopy theory is that a category C may have morphisms
which are not isomorphisms, but which we would like to regard as equiva-
lences. We begin with a few classical examples.
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14 Models for Homotopy Theories

Example 1.2.1 Let T op be the category of compactly generated Hausdorff
spaces. In this category, the isomorphisms are the homeomorphisms. Recall
that a map f : X → Y is a homotopy equivalence if there exists a map g : Y → X
such that f ◦ g � idY and g ◦ f � idX . Thus, a homotopy equivalence is
not necessarily a homeomorphism, since it may only admit an inverse up to
homotopy.

For the remainder of this book, by “topological space” we always mean a
compactly generated Hausdorff space.

Example 1.2.2 We can alternatively consider topological spaces and weak
homotopy equivalences, or maps f : X → Y which induce isomorphisms

f∗ : πn(X)→ πn(Y)

for all n ≥ 0, where πn(X) denotes the nth homotopy group of X.

Example 1.2.3 Let R be a ring. Consider the category Ch(R) of chain com-
plexes of R-modules and chain maps. In an analogy with weak homotopy
equivalences of spaces, we can consider the quasi-isomorphisms, maps which
induce isomorphisms on all homology groups.

Let us now return to general theory. Let C be a category and W a collection
of morphisms of C which we want to think of as isomorphisms but may not
actually be so. We call these morphisms weak equivalences. Our goal is to de-
fine a category from C in which the weak equivalences are now isomorphisms,
but which is as similar to C as possible.

As a first approach, we can look at Gabriel–Zisman localization [61].

Definition 1.2.4 Let C be a category and W a collection of morphisms in C.
A localization of Cwith respect to W is a category C[W−1] together with a map

γ : C → C[W−1]

which takes the maps in W to isomorphisms and which is universal with respect
to this property. In other words, if δ : C → D is a functor such that δ(w) is an
isomorphism inD for every map w of W, then there is a unique map C[W−1]→
D such that the diagram

C C[W−1]

D

γ

δ

commutes.
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1.2 Weak Equivalences and Localization 15

The category C[W−1] has more morphisms than the original C. For example,
zigzags with backward maps in W, such as

• ← • → •,

become morphisms in C[W−1]. The localization of a category C with respect
to weak equivalences is called the homotopy category of that category with
respect to that choice of weak equivalences. We often denote it by Ho(C) when
W is understood.

Example 1.2.5 If C = Gp is the category of groups, we can define

S = {G1 → G2 | G1/[G1,G1]
�→ G2/[G2,G2]},

where [Gi,Gi] denotes the commutator subgroup of Gi. Then the localization
Gp[S −1] is equivalent to the categoryAb of abelian groups.

Example 1.2.6 If T op is the category of topological spaces, we can con-
sider the class H of homotopy equivalences, or the class W of weak homotopy
equivalences. There are thus two homotopy categories to consider, T op[H−1]
and T op[W−1]. The latter is the more common one to consider, and thus it is
what we refer to as the homotopy category of spaces and denote by Ho(T op).

Example 1.2.7 If C = Ch≥0(Z) is the category of nonnegatively graded chain
complexes of abelian groups, let S be the class of quasi-isomorphisms. Then
Ch≥0(Z)[S −1] is equivalent to D≥0(Z), the bounded below derived category,
formed by taking chain homotopy classes of maps and inverting the classes
coming from quasi-isomorphisms [118, 10.3].

In general, the hom sets in C[W−1] may be too big, in that they may form
proper classes rather than sets. There are different possible solutions to this
difficulty, of which we mention three.

• Use the universe axiom, so that everything “large” becomes small in the
next universe. While this approach can be used, it is not always helpful in
practice.

• The approach used to define the derived category (mentioned in Example
1.2.7) is to show that W is a multiplicative system, so that:

– the class W is closed under composition and contains all identity mor-
phisms;
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16 Models for Homotopy Theories

– (Ore’s condition) given any morphism a → b in W and any other mor-
phism a→ c in C, there is a commutative square

a c

b d

with c → d in W, and, dually, given any morphism f : c → d in W and
any other morphism b → d in C, then there is a commutative square as
above with a→ b in W; and

– if f , g : a → b are morphisms in C, then there exists a morphism s with
source b such that s f = sg if and only if there is a morphism t with target
a such that f t = gt.

• Consider a model category structure on C. This approach is the one we con-
sider here.

1.3 Classical Homotopy Theory

In the next section, we give the definition of model category. However, much
of the terminology and even the spirit of the setup comes from classical homo-
topy theory. Therefore, in this section we look at some relevant facts from the
homotopy theory of topological spaces.

We have already considered topological spaces together with weak homo-
topy equivalences, or maps which induce isomorphisms on all homotopy
groups. We really want to consider the localization with respect to these maps,
but we cannot ignore that homotopy equivalences have some helpful proper-
ties. In particular, they allow one to look at homotopy classes of maps between
two topological spaces. Indeed, we propose to fix our set-theoretic problems
with the localization by taking homotopy classes of maps, rather than all maps,
as the morphisms in the homotopy category.

Unfortunately, simply taking homotopy classes of maps is insufficient, as
this process is not homotopy invariant. We could have a weak homotopy equiv-
alence X → X′ which induces a map [X′,Y]→ [X,Y] which is not an isomor-
phism; we look at an example momentarily. If we really do not want to tell
the difference between weakly homotopy equivalent spaces, then we have a
problem.

We first look more closely at the similarities and differences between ho-
motopy equivalences and weak homotopy equivalences. It is not a difficult
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1.3 Classical Homotopy Theory 17

exercise to check that every homotopy equivalence is a weak homotopy equiv-
alence. However, the converse does not hold.

Example 1.3.1 Consider the Warsaw circle W, which is formed by replac-
ing an arc of a circle by an infinitely oscillating curve, such as the graph of
sin(1/x) near 0, and the collapse map W → ∗ to a point. This map is a weak
homotopy equivalence, since there are no nontrivial maps from any sphere to
W. However, W is not contractible, so this map is not a homotopy equivalence.
It is from such examples that we have trouble with homotopy classes of maps.
For example, there are nontrivial homotopy classes of maps W → S 1, whereas
all maps from a point to S 1 are necessarily trivial.

Thus, we might ask when the two kinds of maps might coincide.

Theorem 1.3.2 (Whitehead’s theorem) [66, 4.5] If X and Y are CW com-
plexes, then any weak homotopy equivalence X → Y is a homotopy equiva-
lence.

This theorem suggests that CW complexes are sufficiently well-behaved
when we try to pass to homotopy classes of maps. But what do we do about
other topological spaces? The following theorem helps.

Theorem 1.3.3 (CW approximation theorem) [66, 4.13] Given any topo-
logical space X, there exists a CW complex Xc together with a weak homotopy
equivalence Xc → X.

In other words, if we are only interested in topological spaces up to weak
homotopy equivalence, then we can always replace any space with a CW
complex.

Definition 1.3.4 The homotopy category of topological spaces Ho(T op) has
objects all topological spaces and morphisms defined by

HomHo(T op)(X,Y) = [Xc,Yc].

The main idea here is that the category T op has enough structure so that
we can define a well-behaved homotopy category with no set-theoretic diffi-
culties. But what exactly is this structure, and how can we identify it in other
categories with weak equivalences? Certainly we need to have a notion of ho-
motopy between maps, at least between sufficiently nice objects. Furthermore,
we need every object to be weakly equivalent to one of these nice objects, so
they cannot be too restrictively defined.

Much of this structure can be identified via two additional classes of maps,
which we identify here for the category T op.
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18 Models for Homotopy Theories

Definition 1.3.5 A map X → Y of topological spaces is a Serre fibration if,
for any CW complex A, a dotted arrow lift exists in any diagram of the form

A × {0} X

A × [0, 1] Y

where the left-hand vertical arrow is the inclusion.

If we allow A to be any topological space, not just a CW complex, then we
get the related, but not identical, structure of a Hurewicz fibration.

Dually, we define a map A → B of topological spaces to be a cofibration
if, for any Serre fibration X → Y which is also a weak homotopy equivalence,
and any square commutative diagram

A X

B Y

the dotted arrow lift exists, making the diagram commute.
While it is less clear why we need Serre fibrations, we get some hint that

cofibrations are important for obtaining the homotopy category from the fol-
lowing result.

Proposition 1.3.6 [59, 8.9] Let ∅ denote the empty space. Given a topologi-
cal space X, the unique map ∅→ X is a cofibration if and only if X is a retract
of a CW complex.

1.4 Model Categories

Model categories were first defined by Quillen [100]. The idea behind them
is to give an axiomatization of the structure that a category with weak equiv-
alences has to possess in order to be able to define a homotopy category in a
similar way that we do for the category of topological spaces with weak ho-
motopy equivalences.

Definition 1.4.1 [69, 7.1.3], [100, I.1] A model category is a categoryM
together with a choice of three classes of morphisms, weak equivalences, fibra-
tions, and cofibrations. A map which is a (co)fibration and weak equivalence
is called an acyclic (co)fibration. The category M, together with these three
classes, must satisfy the following five axioms.
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1.4 Model Categories 19

(MC1) The categoryM has all small limits and colimits.

(MC2) If f and g are maps in M such that g f is defined, and if two of the
maps f , g, and g f are weak equivalences, then so is the third.

(MC3) If f and g are maps inM such that f is a retract of g, and g is a weak
equivalence, fibration, or cofibration, then so is f .

(MC4) Given a commutative solid arrow diagram

A X

B Y,

i p

the dotted arrow lift exists if either

(i) the map i is a cofibration and p is an acyclic fibration, or

(ii) the map i is an acyclic cofibration and p is a fibration.

(MC5) Any map g inM can be factored in two ways:

(i) as g = qi, where i is a cofibration and q is an acyclic fibration, and

(ii) as g = p j, where j is an acyclic cofibration and p is a fibration.

Axiom (MC2) is often referred to as the two-out-of-three property. The fac-
torizations in (MC5) are often assumed to be functorial, and in practice most
model categories have functorial factorizations, but this assumption is not part
of the original definition.

These axioms actually guarantee that any choice of two classes determines
the third class. In any diagram of the form given in (MC4), if the dotted arrow
lift exists, we say that i has the left lifting property with respect to p, and p has
the right lifting property with respect to i. If we choose weak equivalences and
one of the other classes, then the third is determined by the lifting properties
given by axiom (MC4): the acyclic cofibrations have the left lifting property
with respect to the fibrations, and the cofibrations have the left lifting prop-
erty with respect to the acyclic fibrations. If the fibrations and cofibrations are
specified, then the weak equivalences are determined by this axiom together
with the fact that any weak equivalence must factor as an acyclic cofibration
followed by an acyclic fibration.

In fact, if we choose weak equivalences and one other class, then we still
have an overdetermined structure. Suppose we specify the weak equivalences
and the fibrations. Although the cofibrations can be defined via the left lifting
property with respect to the acyclic fibrations, there are still two different ways
to define the acyclic cofibrations: either as the cofibrations which are also weak
equivalences, or as the maps with the left lifting property with respect to the
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20 Models for Homotopy Theories

fibrations. Part of the process of determining that a model structure exists is to
prove that these two notions coincide.

Example 1.4.2 Our two choices of weak equivalences in T op give two pos-
sible model structures. If the weak equivalences are homotopy equivalences,
we can define the fibrations to be the Hurewicz fibrations and the cofibrations
to be the Borsuk pairs. The result is Strøm’s model structure [112].

If we take the weak equivalences to be the weak homotopy equivalences, the
cofibrations to be the class of CW inclusions and their retracts, and the fibra-
tions to be Serre fibrations, then we get the standard model structure described
in the previous section and described in more detail by Dwyer and Spalinski
[59, §8].

Example 1.4.3 For Ch≥0(Z) with weak equivalences the quasi-isomorphisms,
then we can choose the cofibrations to be the monomorphisms and the fibra-
tions to be the epimorphisms with projective kernels. We denote this model
structure by Ch≥0(Z)c [59, §7].

Example 1.4.4 More generally, for a ring R, let Ch(R) denote the category
of (unbounded) chain complexes of R-modules and chain maps. Then take
the weak equivalences to be the quasi-isomorphisms and the fibrations to be
the chain maps C → D such that each Cn → Dn is a surjective map of R-
modules, resulting in a model structure which we denote by Ch(R) f and call the
projective model structure. Dually, we could take the same weak equivalences
but the cofibrations to be the chain maps C → D such that each Cn → Dn is
a monomorphism of R-modules, and get a model structure called the injective
model structure, denoted by Ch(R)c [71, §2.3].

Observe that, by axiom (MC1), any model category must have an initial
object ∅ and a terminal object ∗.

Definition 1.4.5 An object X of a model category is cofibrant if the unique
map ∅→ X is a cofibration. It is fibrant if the unique map X → ∗ is a fibration.

Definition 1.4.6 Let X be an object of a model category. A cofibrant replace-
ment for X is a cofibrant object Xc together with a weak equivalence Xc → X.
A fibrant replacement for X is a fibrant object X f together with a weak equiv-
alence X → X f .

Proposition 1.4.7 Every object X in a model category has a cofibrant re-
placement and a fibrant replacement.

Proof To show that X has a cofibrant replacement, consider the unique map
∅→ X. By (MC5)(i) we have a factorization ∅ ↪→ Xc → X where the second
map is a weak equivalence. Dually, we can obtain a fibrant replacement for X
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by factoring the unique map X → ∗ as an acyclic cofibration followed by a
fibration X ↪→ X f → ∗. �

Iterating the process, we can always replace any object X with an object Xc f

which is both fibrant and cofibrant.

Example 1.4.8 In the model category T op of topological spaces, all objects
are fibrant. The cofibrant objects are exactly the retracts of CW complexes.
(Observe that our notation for CW approximations in the previous section was
chosen to coincide with that for cofibrant replacement.)

Example 1.4.9 [69, 7.6.5] If M is a model category and X is an object of
M, then the category X ↓ M of objects under X as described in Example
1.1.12 has a model structure in which a map is a weak equivalence, fibration,
or cofibration if it is one inM. Dually, the categoryM ↓ X of objects over X
has a model structure defined analogously.

We have already discussed that a model structure is determined (if it exists)
by its weak equivalences and either the fibrations or the cofibrations. Less im-
mediate is the following result, which Riehl [104] attributes to unpublished
work of Joyal.

Proposition 1.4.10 [104, 15.3.1] If it exists, a model structure is determined
by its cofibrations and its fibrant objects.

We now give some basic closure properties of (acyclic) (co)fibrations.

Proposition 1.4.11 [59, 3.14] LetM be a model category.

1 The class of cofibrations is closed under pushouts. In other words, if P is a
pushout in a diagram

A X

B P

i j

and i is a cofibration, then so is j.

2 The class of acyclic cofibrations is closed under pushouts.

3 The class of fibrations is closed under pullbacks. In other words, if Q is a
pullback in a diagram

Q X

B Y

q p
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22 Models for Homotopy Theories

and p is a fibration, then so is q.
4 The class of acyclic fibrations is closed under pullbacks.

We conclude this section with a lifting lemma.

Lemma 1.4.12 Suppose that A → B is a cofibration, C → D is a fibra-
tion, and B′ → B is a weak equivalence in a model categoryM. Then in the
commutative diagram

A C

B′ B D�

a lift B→ C exists if and only if a lift B′ → C exists.

Proof If a lift B→ C exists, then a lift B′ → C is given by composition with
the map B′ → B.

To prove the converse, first observe that the weak equivalence B′ → B can
be factored as a composite

B′
�
↪→ B′′

�
� B

of an acyclic cofibration and an acyclic fibration. Therefore by model category
axiom (MC4), a dotted arrow lift exists in the diagram

A B′ B′′

B B.

∼

=

Applying axiom (MC4) again to the diagram

B′ C

B′′ B D,

∼

we obtain a dotted arrow lift. Then the composite B→ B′′ → C is the desired
lift in the original diagram. �

1.5 Homotopy Categories

Let us look a little more closely at fibrant and cofibrant objects, and why they
allow us to make sense of a homotopy category defined via homotopy classes
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1.5 Homotopy Categories 23

of maps. We use the notation of [59]; the reader is referred there for a more
detailed treatment, including proofs.

In the category of topological spaces, a homotopy between two maps f , g :
X → Y is defined to be a map H : X × I → Y such that the diagram

X × {0}

X × I Y

X × {1}

i0
f

H

i1 g

commutes. Here I denotes the closed interval [0, 1], and the two vertical maps
are inclusions.

In a more general categorical setting, we cannot assume the existence of an
object that plays the role of an interval, but it is sufficient to have objects that
behave sufficiently like the products X× I, as given by the following definition.

Definition 1.5.1 LetM be a model category and A an object ofM. A cylinder
object for A is an object A ∧ I ofM together with a factorization

A � A
i �� A ∧ I

� �� A

of the fold map A � A→ A.

Observe that cylinder objects always exist, using axiom (MC5). One should
not assume that the symbol I has any meaning on its own, other than to be
suggestive of the role of intervals in defining cylinders in topology.

Definition 1.5.2 Two maps f , g : A → X in M are left homotopic if there
exists a cylinder object A ∧ I for A such that the sum map f + g : A � A → X
extends to a map H : A ∧ I → X called a left homotopy.

Proposition 1.5.3 [59, 4.7] If A is cofibrant, then left homotopy defines an
equivalence relation on HomM(A, X).

However, there is an equivalent way to define homotopy in topological
spaces, using the adjunction between products and mapping spaces. A homo-
topy between maps f , g : X → Y can be described instead as a map H : X → YI
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24 Models for Homotopy Theories

such that the diagram

Y

X YI

Y

f

g

ev0

ev1

commutes. Here YI denotes the space of maps I → Y , or paths in Y , and the
two vertical maps are given by evaluation at the endpoints of I. Similarly to
above, we can give a more general formulation for objects that play the role of
YI .

Definition 1.5.4 Let X be an object in a model category M. A path object
for X is an object XI ofM together with a factorization

X
� ��XI p ��X × X

of the diagonal map X → X × X.

Again, one should be wary of reading too much into the notation XI , sug-
gesting the path space in the category of topological spaces. Nonetheless, we
know such path objects also exist using (MC5).

Definition 1.5.5 Two maps f , g : A → X are right homotopic if there exists
a path object XI for X such that the product map ( f , g) : A → X × X lifts to a
map H : A→ XI called a right homotopy.

Proposition 1.5.6 [59, 4.16] If X is fibrant, then right homotopy defines an
equivalence relation on HomM(A, X).

Now we bring together the two different notions of homotopy in a model
category.

Lemma 1.5.7 [59, 4.21] Let f , g : A→ X be maps inM.

1 If A is cofibrant and f is left homotopic to g, then f is right homotopic to g.
2 If X is fibrant and f is right homotopic to g, then f is left homotopic to g.

The consequence of this lemma is that we can say that two maps A→ X are
simply homotopic if A is cofibrant and X is fibrant. We then write [A, X] for the
set of homotopy classes of maps A → X. In order to incorporate composition,
so that we get a well-defined category, we restrict to objects which are both
fibrant and cofibrant.
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1.6 Equivalences Between Model Categories 25

Proposition 1.5.8 [59, 4.24] Let A and X be objects of M which are both
fibrant and cofibrant. Then a map f : A→ X is a weak equivalence if and only
if f has a homotopy inverse, i.e., there exists a map g : X → A such that f g
and g f are homotopic to identity maps.

Now we are ready to define the homotopy category associated to a model
category.

Definition 1.5.9 Given a model categoryM, its homotopy category Ho(M)
is the category with the same objects asM and morphisms defined by, for any
objects X and Y ,

HomHo(M)(X,Y) = [Xc f ,Yc f ].

Indeed, this construction of the homotopy category associated to a model
category has the desired localization property.

Proposition 1.5.10 [59, 6.2] The homotopy category Ho(M) is a localiza-
tion of the model categoryM with respect to the weak equivalences. In other
words, there is a functor γ : M → Ho(M) which is universal with respect to
all functors taking the weak equivalences ofM to isomorphisms.

In this section, we have seen that a model structure on a category gives a
means to obtain a well-defined homotopy category. However, it is important
to note that the structure of a model category contains much more information
which is lost when restricting to the homotopy category, so having this extra
information is significant in its own right.

1.6 Equivalences Between Model Categories

Now we want to develop appropriate notions of functors between model cat-
egories and what it means for two model categories to be equivalent to one
another. To begin, we want to consider adjoint pairs of functors

F : M1 �M2 : G

between model categories, so that HomM2 (FX,Y) � HomM1 (X,GY). How-
ever, we would like these functors to preserve the essential data of the model
structures onM1 andM2.

Definition 1.6.1 An adjoint pair of functors (F,G) between model categories
is a Quillen pair if F preserves cofibrations and G preserves fibrations.

Proposition 1.6.2 [69, 8.5.3] The following are equivalent:
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26 Models for Homotopy Theories

1 The adjoint pair (F,G) is a Quillen pair.
2 The left adjoint F preserves cofibrations and acyclic cofibrations.

3 The right adjoint G preserves fibrations and acyclic fibrations.

Definition 1.6.3 A Quillen pair F : M � N : G is a Quillen equivalence if,
for every cofibrant object X ofM and fibrant object Y of N , a map FX → Y
is a weak equivalence in N if and only if its adjoint map X → GY is a weak
equivalence inM.

We give two more equivalent formulations of the notion of Quillen equiva-
lence. A functor F : M→ N reflects weak equivalences if, for any morphism
f : x → y inM, if F( f ) is a weak equivalence in N , then f is a weak equiva-
lence inM.

Proposition 1.6.4 [71, 1.3.16] Let F : M � N : G be a Quillen pair. The
following are equivalent:

1 The Quillen pair (F,G) is a Quillen equivalence.

2 The left adjoint F reflects weak equivalences between cofibrant objects and,
for every fibrant object Y ofN , the map F(GY)c → Y is a weak equivalence
in N .

3 The right adjoint G reflects weak equivalences between fibrant objects and,
for every cofibrant object X ofM, the map X → G(FX) f is a weak equiva-
lence inM.

We say that two model categories are Quillen equivalent if there exists a
chain of Quillen equivalences between them. Observe that, since adjoint pairs
are not entirely symmetric, Quillen equivalences do not necessarily compose
to a Quillen equivalence; we could have

M� N � P,

with the left and right adjoints going in opposite directions. Thus, model cat-
egories can be Quillen equivalent without having a single Quillen equivalence
between them.

In general, a Quillen equivalence tells us a good deal about the similarity
of structure between two model categories. In particular, we expect a Quillen
equivalence to induce an equivalence between homotopy categories. We now
develop the necessary language to make a precise statement. Recall the local-
ization functor γ : M→ Ho(M).

Definition 1.6.5 [59, 9.1] LetM be a model category andN a category. Sup-
pose that F : M→ N is a functor. A left derived functor for F is a pair (LF, t),
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1.6 Equivalences Between Model Categories 27

where LF : Ho(M) → N is a functor and t : LF ◦ γ → F a natural transfor-
mation, which is universal from the left. In other words, for any other such
pair (G, s), there is a factorization Gγ → LFγ → F with compatible natural
transformations. Similarly, a right derived functor for F is a pair (RF, t), where
RF : Ho(M)→ N is a functor and t : F → (RF)◦γ is a natural transformation,
which is universal from the right.

Definition 1.6.6 [59, 9.5] LetM andN be model categories and F : M→ N
be a functor. A total left derived functor for F is a functor LF : Ho(C) →
Ho(D) which is a left derived functor for the composite γ ◦ F : M→ Ho(N).
Similarly, a total right derived functor for F is a functor RF : Ho(M) →
Ho(N) which is a right derived functor for the composite γ ◦ F.

Proposition 1.6.7 [69, 8.5.8] A Quillen pair F : M� N : G induces

1 a total left derived functor LF : Ho(M)→ Ho(N), and

2 a total right derived functor RG : Ho(N)→ Ho(M).

Proposition 1.6.8 [69, 8.4.23] If F : M � N : G is a Quillen equivalence,
then the derived functors LF : Ho(M) � Ho(N) : RG define an equivalence
of categories.

If two model categories are Quillen equivalent, then we say that they model
the same homotopy theory. As we shall see throughout this book, there can be
many models for a given homotopy theory, and in fact it can be advantageous
to have multiple models.

Sometimes having different models can be as simple as having two model
structures on the same category with the same class of weak equivalences. In
Example 1.4.4, we have seen two different model structures on the category of
chain complexes. Since the most fundamental information is given by the weak
equivalences, we expect that these two model structures are equivalent. Indeed,
using the identity functor in both directions gives a Quillen equivalence

Ch≥0(R)c � Ch≥0(R) f .

But, we can also have different categories with equivalent homotopy cate-
gories. In the next chapter, we will define simplicial sets, which are combina-
torial models for topological spaces. The fact that they do indeed model spaces
is made precise via model categories: there is a model structure on the category
SSets of simplicial sets which is Quillen equivalent to the model structure on
T op.

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.003
https://www.cambridge.org/core


28 Models for Homotopy Theories

1.7 Additional Structures on Model Categories

Although having a model structure on a category is very helpful, it is often de-
sirable to have additional nice properties. Here we give a few such properties;
more will be given in the next chapter.

Definition 1.7.1 [69, 13.1.1] A model categoryM is:

1 left proper if every pushout of a weak equivalence along a cofibration is a
weak equivalence; i.e., if P is a pushout in the diagram

A X

B P

f

i

g

where i is a cofibration and f is a weak equivalence, then g is a weak equiv-
alence;

2 right proper if every pullback of a weak equivalence along a fibration is a
weak equivalence; i.e., if Q is a pullback in the diagram

Q X

B Y

f

p

g

where p is a fibration and g is a weak equivalence, then f is a weak equiva-
lence; and

3 proper if it is both left and right proper.

Example 1.7.2 [69, 13.1.11] The model category T op is proper.

Proposition 1.7.3 [69, 13.1.3] LetM be a model category.

1 If every object ofM is cofibrant, thenM is left proper.

2 If every object ofM is fibrant, thenM is right proper.

Proposition 1.7.4 [69, 13.5.4] LetM be a left proper model category. Sup-
pose that in the diagram

C A B

C′ A′ B′

� � �
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1.7 Additional Structures on Model Categories 29

the vertical maps are weak equivalences and at least one map in each row is a
cofibration. Then the induced map of pushouts

B�A C → B′ �A′ C′

is a weak equivalence.

When a class of maps in a model category is defined via a lifting property
with respect to another class, it can be difficult to verify whether a particular
map really has the desired lifting property with respect to all such maps. For
many examples of model categories, we can reduce to checking the lifting
property with respect to a set of maps that, in some sense, generates the whole
class.

Definition 1.7.5 A transfinite composition of a sequence

X0 → X1 → · · ·

in a model categoryM is given by the map X0 → colim Xi.

Proposition 1.7.6 [69, 10.3.1] Let M be a model category and S a set of
maps inM. The class of maps with the left lifting property with respect to S is
closed under transfinite composition.

Definition 1.7.7 LetM be a category and I a set of maps inM. A relative I-
cell complex is a (possibly transfinite) composition of pushouts along elements
of I. Let I-cell denote the class of I-cell complexes inM.

Definition 1.7.8 LetM be a category and I a class of morphisms inM. An
object A ofM is small relative to I if, for any sequence

X0 → X1 → · · ·

with each Xi → Xi+1 in I, the map

colimi HomM(A, Xi)→ HomM(A, colimi Xi)

is an isomorphism of sets. If I is the class of all morphisms of M, then we
simply say that the object A is small.

Strictly speaking, we should be careful with size issues here, taking small-
ness relative to some cardinal. However, our goal is to give a basic treatment
and so we bypass these technical details. We refer the reader to Hirschhorn
[69, §10.4] and Hovey [71, §2.1.1] for a more precise treatment.

Definition 1.7.9 [69, 10.5.2] Let I be a set of maps in a categoryM.
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30 Models for Homotopy Theories

1 A map is an I-fibration if it has the right lifting property with respect to all
maps in I.

2 A map is an I-cofibration if it has the left lifting property with respect to all
the I-fibrations.

The I-fibrations are sometimes called I-injectives.

Definition 1.7.10 [69, 10.5.15] LetM be a category. A set of maps I inM
permits the small object argument if the domains of the elements of I are small
relative to I.

The following result is generally referred to as the “small object argument”.

Proposition 1.7.11 [69, 10.5.16] LetM be a category with all small limits
and colimits and I a set of maps inM which permits the small object argument.
Then there is a functorial factorization of any map inM into a relative I-cell
complex followed by an I-fibration.

The purpose of these definitions is to lead up to the following kind of model
category.

Definition 1.7.12 [69, 11.1.2] A model categoryM is cofibrantly generated
if

1 there exists a set I of cofibrations inM which permits the small object ar-
gument such that a map is an acyclic fibration if and only if it has the right
lifting property with respect to every map in I, and

2 there exists a set J of acyclic cofibrations in M which permits the small
object argument such that a map is a fibration if and only if it has the right
lifting property with respect to every map in J.

The maps in I are called generating cofibrations and the maps in J are called
generating acyclic cofibrations.

Example 1.7.13 The model category T op is cofibrantly generated, with gen-
erating cofibrations the boundary inclusions of disks

I = {S n−1 → Dn | n ≥ 0}

and generating acyclic cofibrations

J = {Dn × {0} → Dn × I | n ≥ 0}.
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1.7 Additional Structures on Model Categories 31

In particular, in a cofibrantly generated model category, the I-fibrations are
precisely the acyclic fibrations, and the I-cofibrations are precisely the cofi-
brations; the J-fibrations are precisely the fibrations and the J-cofibrations are
precisely the acyclic cofibrations.

Observe that a model category could have different possible choices for gen-
erating (acyclic) cofibrations. Knowing that a model category is cofibrantly
generated only guarantees the existence of one choice of each kind.

Proposition 1.7.14 [71, 2.1.18] Let C be a cofibrantly generated model cat-
egory with I a set of generating cofibrations. Then any cofibration in C is a
retract of a relative I-cell complex. In other words, any cofibration can be ob-
tained as a retract of a transfinite composition of generating cofibrations.

The analogous statement for acyclic cofibrations also holds.
The following two theorems, generally attributed to Kan, are useful to verify

the existence of cofibrantly generated model categories.

Theorem 1.7.15 [69, 11.3.1] LetM be a category which has all small limits
and colimits, and let W be a class of maps inM that is closed under retracts
and satisfies the two-out-of-three property. Suppose that I and J are sets of
maps inM such that

1 both I and J permit the small object argument,

2 every J-cofibration is both an I-cofibration and an element of W,

3 every I-fibration is both a J-fibration and an element of W, and

4 one of the following conditions holds:

(i) a map that is both an I-cofibration and an element of W is a J-cofibration,
or

(ii) a map that is both a J-fibration and an element of W is an I-fibration.

Then there is a cofibrantly generated model structure onM in which W is the
class of weak equivalences, I is a set of generating cofibrations, and J is a set
of generating acyclic cofibrations.

Theorem 1.7.16 [69, 11.3.2] LetM be a cofibrantly generated model cate-
gory with set I of generating cofibrations and set J of generating acyclic cofi-
brations. Let N be a category with all small limits and colimits, and suppose
F : M � N : G is a pair of adjoint functors. Let FI = {Fu | u ∈ I} and
FJ = {Fv | v ∈ J}. If

1 both FI and FJ permit the small object argument, and

2 the functor G takes relative FJ-cell complexes to weak equivalences,
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then there is a cofibrantly generated model structure onN in which FI is a set
of generating cofibrations, FJ is a set of generating acyclic cofibrations, and
the weak equivalences are morphisms that G takes to weak equivalences inM.
Furthermore, the adjoint pair (F,G) is a Quillen pair.

We can strengthen the notion of cofibrantly generated model category in two
different but useful ways. The first is that of a cellular model category, which
we introduce here; the second is that of a combinatorial model category, which
we define in the next chapter.

In the following definition, we again suppress certain set-theoretic details;
we refer to [69, 10.8.1] for a more rigorous definition.

Definition 1.7.17 Let M be a cofibrantly generated model category with a
set I of generating cofibrations. An object Z of M is compact if, for every
relative I-cell complex f : X → Y , every map from Z to Y factors through a
small subcomplex.

Definition 1.7.18 A map f : X → Y inM is an effective monomorphism if it
is the equalizer of the pair of natural inclusions Y ⇒ Y �X Y .

Definition 1.7.19 Let M be a cofibrantly generated model category with a
set I of generating cofibrations and a set J of generating acyclic cofibrations.
This model structure is cellular if:

1 the domains and the codomains of the maps in I are compact,
2 the domains of the elements of J are small relative to I, and
3 the cofibrations are effective monomorphisms.

Example 1.7.20 [69, 12.1.4] The category T op with its usual model struc-
ture is a cellular model category.

We can also consider model structures on categories which themselves have
more structure, but in these cases we want the extra data to be compatible with
the model structure in an appropriate way. Here we look at monoidal model
categories.

Definition 1.7.21 [71, 4.2.6] A monoidal model category is a closed mon-
oidal category (M,⊗, I) with a model structure, such that the following condi-
tions hold.

1 For any cofibrations i : A→ B and j : C → D inM, the induced map

B ⊗C �A⊗C A ⊗ D→ B ⊗ D

is a cofibration inM which is a weak equivalence if either i or j is.
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1.7 Additional Structures on Model Categories 33

2 For any cofibrant object A ofM, the maps Ic⊗A→ I⊗A and A⊗ Ic → A⊗ I
are weak equivalences.

IfM is a closed symmetric monoidal category, and these conditions hold, then
M is a symmetric monoidal model category, in which case we need only con-
sider a single map in the second condition.

Example 1.7.22 The model category T op is a symmetric monoidal model
category where the tensor product is the cartesian product and the unit object
is a single point.
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2

Simplicial Objects

Simplicial sets and other simplicial objects play a crucial role in modern ho-
motopy theory, and in particular the structures that we consider later in this
book. The initial motivation for them arises in topology, where they are shown
to be combinatorial models for topological spaces. As such, they are natural
generalizations of simplicial complexes; the more flexible structure allows for
operations such as products and quotients. Simplicial sets have deep connec-
tions with category theory as well, which makes it unsurprising that they are
integral to most approaches to homotopical categories. In this chapter we also
look at several other constructions with model categories, continuing the ideas
from the previous chapter.

2.1 Simplicial Sets and Simplicial Objects

In this section, we begin with the basic definitions of simplicial sets and other
simplicial objects. For a conceptual introduction, the reader is referred to
Friedman [60]; more detailed treatments include Goerss and Jardine [62] and
May [91].

Definition 2.1.1 The category Δ has objects the finite ordered sets

[n] = {0 ≤ 1 ≤ · · · ≤ n}
and morphisms the weakly order-preserving functions.

The category Δ looks like

[0]
��
�� [1]�� ������ [2] · · · .�� ��

The maps indicated are the generators for this category, and they satisfy sim-
plicial relations. Specifically, Δ has coface maps di : [n− 1]→ [n], indexed by
0 ≤ i ≤ n, where di is the injective map which is not surjective precisely on the

34
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2.1 Simplicial Sets and Simplicial Objects 35

object i. There are also codegeneracy maps si : [n]→ [n− 1] for 0 ≤ i ≤ n− 1,
where each si is surjective and sends both i and i + 1 in [n] to i in [n − 1]. One
can check that these maps satisfy the following cosimplicial identities:

d jdi = did j−1 i < j

s jdi = dis j−1 i < j

s jd j = id = s jd j+1

s jdi = di−1s j i > j + 1

s jsi = sis j+1 i ≤ j.

We can also take the opposite category Δop, where the arrows are formally
reversed.

Definition 2.1.2 A simplicial set is a functor K : Δop → Sets.

Given a simplicial set K, for any object [n] of Δop, we denote the set K([n])
by Kn and call its elements n-simplices. Since the arrows in a simplicial set
K are reversed from those of Δ, there are n + 1 face maps di : Kn → Kn−1

and n degeneracy maps si : Kn−1 → Kn. The face and degeneracy maps satisfy
the following simplicial identities which are dual to the cosimplicial identities
given above:

did j = d j−1di i < j

dis j = s j−1di i < j

d js j = id = d j+1s j

dis j = s jdi−1 i > j + 1

sis j = s j+1si i ≤ j.

A simplex is called degenerate if it is in the image of a degeneracy map.

Example 2.1.3 An important example of a simplicial set is the n-simplex
Δ[n], defined for every n ≥ 0. It is the representable functor HomΔ(−, [n]). In
other words, for any k ≥ 0, Δ[n]k = HomΔ([k], [n]).

There are two related simplicial sets that appear frequently. The first is the
boundary of the n-simplex, denoted by ∂Δ[n]. It is the simplicial set with all
the nondegenerate simplices of Δ[n] except the n-simplex given by the identity
map [n]→ [n].

The other is the k-horn of the n-simplex, where n ≥ 1 and 0 ≤ k ≤ n, denoted
by V[n, k]. It is obtained from ∂Δ[n] by further omitting the simplex defined
by the injective map [n − 1] → [n] in Δ where k is the only point not in the
image.
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36 Simplicial Objects

We define a map K → L between simplicial sets to be a natural transforma-
tion of functors. Hence, we have a category SSets of simplicial sets.

Using the Yoneda lemma, and the fact that the n-simplex Δ[n] is repre-
sentable, for any simplicial set K and any n ≥ 0, there is a natural isomorphism

Kn � HomSSets(Δ[n],K).

Example 2.1.4 Let C be a small category, and Cat the category of all small
categories. Observe that the ordered set [n] can also be regarded as a category
with objects 0, 1, . . . , n and a unique morphism i→ j for 0 ≤ i ≤ j ≤ n. Define
the nerve of C to be the simplicial set nerve(C) whose n-simplices consist of
the set HomCat([n],C).

Let αi : [1] → [n] be the map in Δ defined by 0 �→ i and 1 �→ i + 1, for any
0 ≤ i < n. Then each αi induces a map

HomCat([n],C)→ HomCat([1],C),

or, in other words, a function αi : nerve(C)n → nerve(C)1. Since the images of
the maps αi overlap at single objects of [n], we can assemble all the induced
maps to obtain a Segal map

ϕn : nerve(C)n → nerve(C)1 ×nerve(C)0 · · · ×nerve(C)0 nerve(C)1︸��������������������������������������������������︷︷��������������������������������������������������︸
n

.

The fact that C is a category, and in particular has composition of morphisms,
implies that this Segal map is an isomorphism of sets for any n ≥ 2.

Segal maps can be defined more generally for any simplicial set K. The
maps αi induce inclusions of simplices Δ[1] → Δ[n] which in turn, using the
natural isomorphism Kn � HomSSets(Δ[n],K), induce set maps

Kn → K1 ×K1 · · · ×K0 K1︸����������������︷︷����������������︸
n

.

However, in general the Segal maps are not isomorphisms.

Although a simplicial set always has infinitely many degenerate simplices,
the following result allows us to find, for any degenerate simplex, a unique
nondegenerate simplex which gives rise to it.

Lemma 2.1.5 [69, 15.8.4] If K is a simplicial set and σ is a degenerate
simplex of K, then there is a unique nondegenerate simplex τ of K and a unique
iterated degeneracy map α such that α(τ) = σ.

More generally, we can replace the category of sets with other categories to
obtain more general simplicial objects.
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2.2 Simplicial Sets as Models for Spaces 37

Definition 2.1.6 Let C be a category. A simplicial object in C is a functor
Δop → C.

Example 2.1.7 Let Gp denote the category of groups and group homomor-
phisms. Then a simplicial group is a functor Δop → Gp.

Example 2.1.8 Let SSets denote the category of simplicial sets. Then a
bisimplicial set is a functor Δop → SSets. Such an object can be regarded
as a two-dimensional simplicial diagram of sets, with both horizontal and ver-
tical face and degeneracy maps.

We also have the dual notion of cosimplicial objects.

Definition 2.1.9 Let C be a category. A cosimplicial object in C is a functor
Δ→ C.

A cosimplicial object has coface and codegeneracy operators which go in the
reverse direction to the face and degeneracy operators in a simplicial object;
namely, they go in the same direction as the original morphisms in Δ.

2.2 Simplicial Sets as Models for Spaces

The original motivation for defining simplicial sets was to obtain a combina-
torial model for spaces. In this section, we make this idea more explicit by
showing that simplicial sets and topological spaces have equivalent homotopy
theories. We begin by defining functors relating the two categories.

Between simplicial sets and topological spaces, there is a geometric real-
ization functor | − | : SSets → T op. We follow the definition given in [62,
I.2].

First recall the definition of the standard (topological) n-simplex

Δn =

⎧⎪⎪⎨⎪⎪⎩(t0, . . . , tn) ∈ Rn+1

∣∣∣∣∣∣∣ti ≥ 0,
n∑

i=0

ti = 1

⎫⎪⎪⎬⎪⎪⎭
regarded as a subspace of Rn+1. We consider linear maps δ : Δn → Δm which
are induced by morphisms δ : [n]→ [m] in the category Δ, as follows. Define

(δ(t0, . . . , tn))i =

⎧⎪⎪⎨⎪⎪⎩
0 δ−1(i) = ∅∑

j∈δ−1(i) t j δ−1(i) � ∅.

Definition 2.2.1 Given any simplicial set K, its simplex category Δ ↓ K is
the category of simplicial sets over the object K whose objects are the maps
σ : Δ[n]→ K.
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38 Simplicial Objects

Lemma 2.2.2 [62, I.2.1] Given any simplicial set K, there is an isomorphism

K � colimΔ↓K Δ[n].

Definition 2.2.3 Given a simplicial set K, its geometric realization |K| is
defined as the colimit

|K| = colimΔ↓K Δ
n.

Observe that |Δ[n]| � Δn. We also have the singular functor S : T op →
SSets defined by, for any topological space Y ,

S (Y)n = HomT op(Δn,Y).

Proposition 2.2.4 The singular functor S is right adjoint to the geometric
realization functor | − |.

Proof Let K be a simplicial set and Y a topological space. Using the defini-
tions of the two functors, we have isomorphisms

HomT op(|K|,Y) � colimΔ↓Y HomT op(|Δ[n]|,Y)

� colimΔ↓Y HomSSets(Δ[n], S (Y))

� HomSSets(K, S (Y)). �

We can use this adjoint pair to define the model structure on simplicial sets.
Define a map f : K → L of simplicial sets to be a weak equivalence if its
geometric realization | f | : |K| → |L| is a weak homotopy equivalence of spaces.

Theorem 2.2.5 [69, 13.1.3, 13.1.13], [71, 3.6.5], [100, II.3] There is a
proper, cofibrantly generated model structure on the category of simplicial sets
in which

1 the weak equivalences are the maps f : K → L such that | f | : |K| → |L| is a
weak homotopy equivalence of topological spaces,

2 the fibrations are the Kan fibrations, or maps with the right lifting property
with respect to the horn inclusions V[n, k]→ Δ[n] for all n ≥ 1 and 0 ≤ k ≤
n, and

3 the cofibrations are the monomorphisms.

In particular all objects are cofibrant, and the fibrant objects are called Kan
complexes. A set of generating cofibrations is

I = {∂Δ[n]→ Δ[n] | n ≥ 0}

and a set of generating acyclic cofibrations is

J = {V[n, k]→ Δ[n] | n ≥ 1, 0 ≤ k ≤ n}.
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2.3 Homotopy Limits and Homotopy Colimits 39

Implicit in this statement is the fact that the simplicial sets ∂Δ[n] and V[n, k]
are small; indeed, all simplicial sets are small [71, 3.1.1].

Theorem 2.2.6 [71, 3.6.7], [100, I.4] The adjoint pair

| − | : SSets� T op : S

defines a Quillen equivalence of model categories.

In fact, we can say more here. The category of simplicial sets is closed sym-
metric monoidal, where the monoidal product is given by the cartesian product,
and in fact the model structure SSets is symmetric monoidal [71, 4.2.8]. Fur-
thermore, the geometric realization and singular functors both preserve prod-
ucts, so the Quillen equivalence between simplicial sets and topological spaces
preserves products.

Because simplicial sets are so closely related to topological spaces, we can
define, for example, the homotopy groups of a simplicial set to be the ho-
motopy groups of their geometric realization. For sufficiently nice simplicial
sets, homotopy groups can be defined directly, without passing to topologi-
cal spaces, but we do not need this construction here. As a consequence, we
sometimes apply topological terminology to simplicial sets. For example, a
simplicial set is weakly contractible if its homotopy groups are all trivial.

We conclude this section with a result about the category of simplices of a
given simplicial set.

Proposition 2.2.7 [69, 18.9.3] Let K be a simplicial set and Δ ↓ K its
category of simplices. Then K is weakly equivalent to the nerve of Δ ↓ K.

2.3 Homotopy Limits and Homotopy Colimits

We now need to consider a homotopy invariant version of the categorical con-
struction of limits and colimits. Here, we need only consider the case of di-
agrams of simplicial spaces, and references include the original treatment of
Bousfield and Kan [37] or the online notes of Dugger [50]. A more general
treatment for arbitrary model categories can be found in Hirschhorn’s book
[69, §§18, 19].

We begin with a classical motivating example. Consider the diagram of topo-
logical spaces

∗ ← S n−1 → ∗

for any n ≥ 1. Since both maps collapse all of S n−1 to a point, the pushout
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40 Simplicial Objects

of this diagram is also just a point. However, if we consider the diagram of
boundary inclusions

Dn ← S n−1 → Dn

the pushout is the n-sphere S n. Although the two diagrams are levelwise ho-
motopy equivalent, we obtain different spaces as the pushout. The idea is that
the second diagram is better behaved, as the maps are cofibrations. Thus, we
consider the homotopy pushout of either diagram to be S n.

In general, homotopy pushouts of topological spaces or simplicial sets can
be obtained by replacing the maps by cofibrations. Dually, homotopy pull-
backs can be obtained by replacing maps in pullback diagrams by fibrations.
However, taking homotopy limits or homotopy colimits over more complicated
diagrams is not so simple.

Definition 2.3.1 Let D be a small category, and let X : D → SSets be a di-
agram. Then its homotopy colimit hocolimD X is defined to be the coequalizer
of the diagram∐

c→d

Xc × nerve(d ↓ D)op ⇒
∐

c

Xc × nerve(c ↓ D)op.

The coproducts range over the morphisms and objects of the indexing category
D.

Remark 2.3.2 As presented by Bousfield and Kan [37] one can alternatively
define the homotopy colimit via the diagonal of a simplicial resolution of the
diagram X. More specifically, given a diagram X : D → SSets, its homotopy
colimit hocolimD X is the diagonal of the bisimplicial set

[k] �→
∐

d0→···→dk

X(d0).

Now we present the dual definition of homotopy limit.

Definition 2.3.3 Let D be a small category, and let X : D → SSets be a
diagram. Then its homotopy limit holimD X is defined to be the equalizer of
the diagram ∏

c

Xc × nerve(c ↓ D)⇒
∏
c→d

Xd × nerve(c ↓ D).

The products range over the objects and morphisms of the indexing category
D.

Analogously to homotopy colimits, homotopy limits can also be defined by
taking a total complex of a cosimplicial resolution of the diagram X. Here, we
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2.3 Homotopy Limits and Homotopy Colimits 41

have given concrete definitions in the context of simplicial sets, but homotopy
limits and colimits can be defined in any model category. In this general set-
ting, we have the following relationship between limits and colimits and their
homotopy variants.

Proposition 2.3.4 [69, 18.3.8] Let D be a small category and M a model
category, and let X : D →M be a diagram. There are natural maps

hocolimD X → colimD X

and

lim
D

X → holimD X.

We state a few general results that we will need later on.

Proposition 2.3.5 [69, 18.1.6] Suppose D is a small category and
P : D → SSets is the constant diagram taking every object of D to Δ[0].
Then hocolimD P is naturally isomorphic to nerve(Dop).

Proposition 2.3.6 [69, 19.4.2]

1 LetM be a model category and C a small category. If f : X → Y is a map
of C-diagrams inM such that each fα : Xα → Yα is a weak equivalence of
fibrant objects for every object α of C, then the induced map

holimC X → holimC Y

is a weak equivalence of fibrant objects ofM.
2 LetM be a model category and C a small category. If f : X → Y is a map

of C-diagrams inM such that each fα : Xα → Yα is a weak equivalence of
cofibrant objects for every object α of C, then the induced map

hocolimC X → hocolimC Y

is a weak equivalence of cofibrant objects ofM.

Proposition 2.3.7 [37, XI, 4.3] Let X : C × D → SSets be a functor. Then
the three simplicial sets

holimC(c �→ holimD Xc,−),

holimD(d �→ holimC X−,d),

and

holimC×D Xc,d

are all weakly equivalent.
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42 Simplicial Objects

Definition 2.3.8 [69, 19.6.1] A functor F : C → D between small categories
is homotopy initial if, for every object α of D, the simplicial set nerve(F ↓ α)
is contractible.

The following result is known as Quillen’s Theorem A.

Theorem 2.3.9 [99], [69, 19.6.4] Suppose F : C → D is a homotopy initial
functor between small categories. Then nerve(F) : nerve(C) → nerve(D) is a
weak equivalence of simplicial sets.

2.4 Simplicial Model Categories

The closed monoidal structure on SSets gives a notion of mapping objects
between simplicial sets. More generally, a model category can be equipped
with simplicial sets of morphisms between objects. To have such a structure,
the category must first have an enrichment in simplicial sets, together with
compatibility between the morphism sets and the mapping spaces.

Definition 2.4.1 A simplicial category is a category enriched in simplicial
sets. In particular we have

1 for any objects X and Y of C, a simplicial set Map(X,Y),
2 for any objects X, Y , and Z of C, a composition map

Map(X,Y) ×Map(Y,Z)→ Map(X,Z),

3 for any object X of C a map Δ[0]→ Map(X, X) specifying the identity map,
and

4 for any two objects X and Y ofC, an isomorphism Map(X,Y)0 � HomC(X,Y)
which is compatible with composition.

The spaces Map(X,Y) are often referred to as mapping spaces.

Remark 2.4.2 Observe that this terminology is potentially in conflict with
that of the previous section, where one would expect a simplicial category
to be a simplicial object in the category Cat of small categories. Indeed, the
two notions are not identical. In particular, a simplicial object in Cat could
be regarded as having a simplicial set of objects, which a category enriched
in simplicial sets does not have. The two notions agree when we impose the
additional condition on a simplicial object in Cat that all face and degeneracy
maps are the identity on object sets. Throughout this book, the term “simplicial
category” should be taken to be a category enriched in simplicial sets, so there
should be no confusion caused by the abuse of terminology.
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2.4 Simplicial Model Categories 43

Definition 2.4.3 A simplicial model category is a model categoryM which
is also a simplicial category, satisfying the following two axioms:

(MC6) For any objects X and Y ofM and simplicial set K, there are objects
X ⊗ K and YK ofM together with isomorphisms of simplicial sets

Map(X ⊗ K,Y) � Map(K,Map(X,Y)) � Map(X,YK)

which are natural in X, Y , and K.
(MC7) If i : A→ B is a cofibration and p : X → Y is a fibration inM, then the

induced map of simplicial sets

Map(B, X)→ Map(A, X) ×Map(A,Y) Map(B,Y)

is a fibration which is a weak equivalence if either i or p is.

The map in axiom (MC7) is sometimes called the pullback-corner map of i
and p. We can also use the following condition, using a pushout-corner map.

Proposition 2.4.4 [69, 9.3.7] Axiom (MC7) is equivalent to the following
condition: If i : A → B is a cofibration inM and j : K → L is an inclusion of
simplicial sets, then the induced map

A ⊗ L �A⊗K B ⊗ K → B ⊗ L

is a cofibration inM which is a weak equivalence if either i or j is.

Example 2.4.5 The model structure for simplicial sets naturally has the struc-
ture of a simplicial model category. For K and L simplicial sets, we have
K ⊗ L = K × L, and Map(K, L) = LK is given by, for any n ≥ 0,

Map(K, L)n = HomSSets(K × Δ[n], L).

Observe that here the simplicial structure and the monoidal structure coin-
cide.

The following result is a consequence of axiom (MC7).

Proposition 2.4.6 [69, 9.3.1] Let A → B be a cofibration and X a fibrant
object in a simplicial model category. Then the induced map

MapM(B, X)→ MapM(A, X)

is a fibration of simplicial sets.

LetM be a simplicial model category, and consider, for objects X and Y in
M, the mapping space MapM(X,Y). In general, we can have a weak equiva-
lence X → X′ with Map(X,Y) not weakly equivalent to Map(X′,Y), and sim-
ilarly if Y is replaced by a weakly equivalent Y ′. The problem here is similar
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to the one in defining the homotopy category; to get a homotopy invariant
mapping space, we need to take a cofibrant replacement of X and a fibrant
replacement for Y .

Definition 2.4.7 Let X and Y be objects in a simplicial model category. De-
fine the homotopy mapping space to be Maph

M(X,Y) = MapM(Xc,Y f ).

Mapping spaces and homotopy mapping spaces can also be defined for
model categories which are not simplicial. One can either use the theory of
simplicial and cosimplicial resolutions, as in chapter 17 of [69], or the map-
ping objects from the simplicial localization LM which we define in Chapter
4 herein.

We conclude with a couple of nice facts about homotopy mapping spaces in
model categories, simplicial or not. The first result assumes that the homotopy
mapping space has been constructed using resolutions.

Proposition 2.4.8 [69, 17.4.3] If X and Y are objects in a model categoryM,
then the homotopy mapping space Maph

M(X,Y) is a fibrant simplicial set.

The following result can be interpreted as saying that the definition of ho-
motopy function complex is the correct one.

Proposition 2.4.9 [69, 17.7.2] Let X and Y be objects in a model category
M. Then

π0 Maph
M(X,Y) = HomHo(M)(X,Y).

In particular, just as one shows that, up to equivalence of categories, the ho-
motopy category of a model category does not depend on the fibrations and
cofibrations, but only on the weak equivalences, the homotopy type of a ho-
motopy function complex only depends on the weak equivalences of the model
category. For more details, see [69, §17.7].

We conclude this section with a result about the preservation of homotopy
limits under taking homotopy mapping spaces. Observe that we can take ordi-
nary mapping spaces due to the conditions on the objects involved.

Proposition 2.4.10 [69, 19.4.4] Let M be a model category and C a small
category.

1 If X is a cofibrant object of M and Y : C → M is a diagram of fibrant
objects ofM, then there is a natural weak equivalence

MapM(X, holimC Yα) � holimCMapM(X,Yα).
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2 If Y is a fibrant object of M and X : C → M is a diagram of cofibrant
objects ofM, then there is a natural weak equivalence

MapM(hocolimC Xα,Y) � holimCMapM(Xα,Y).

2.5 Simplicial Spaces

Consider the category SSetsΔ
op
= SetsΔ

op×Δop
of bisimplicial sets. In light

of the comparison between simplicial sets and topological spaces, we abuse
terminology and simply call them simplicial spaces. We can regard SSets as
a subcategory of SSetsΔ

op
, via the functor that takes a simplicial set K to the

constant simplicial space with K at each level and all face and degeneracy maps
the identity. We also denote this constant simplicial space by K.

There is another functorSSets→ SSetsΔ
op

which takes a simplicial set K to
a simplicial space Kt, where Kt

n is given by the discrete simplicial set Kn. The
notation is meant to suggest that this simplicial space is the “transpose” of the
constant one, since it is constant in the other simplicial direction. In particular,
for each n ≥ 0 the simplicial space Δ[n]t is the appropriate generalization
of the representable functor Δ[n] to the context of simplicial spaces. For this
reason, it is sometimes denoted as a “free” object F(n), for example in [103].
A consequence of this fact is that Map(Δ[n]t, X) � Xn for every n ≥ 0.

Note that, in the case of the simplicial set Δ[0], or any discrete simplicial
set, the two ways of considering it as a simplicial space agree. Although it
is perhaps unnecessary, we sometimes continue to use the notation Δ[0]t in a
situation where it occurs as a special case of Δ[n]t for more general n.

The category of simplicial spaces has a simplicial structure, where for a
simplicial set K and simplicial space X, we have (K × X)n = K × Xn. For
simplicial spaces X and Y the simplicial set Map(X,Y) is given by the adjoint
relation

Map(X,Y)n = HomSSets(Δ[n],Map(X,Y)) = HomSSetsΔop (X × Δ[n], Y).

To define a model structure on the category of simplicial spaces, a natural
choice for weak equivalences is that they be levelwise, so that a map f : X → Y
is a weak equivalence of simplicial spaces if each fn : Xn → Yn is a weak
equivalence of simplicial sets for each n ≥ 0. We can then ask that either the
fibrations or the cofibrations be defined levelwise; it is not possible to define
them both in this way, since we would not get the necessary lifting conditions.
We begin with the case where cofibrations are defined levelwise.

Theorem 2.5.1 [62, VIII, 2.4] There is a simplicial cofibrantly generated
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model structure on the category of simplicial spaces where weak equivalences
and cofibrations are levelwise, and fibrations have the right lifting property
with respect to the maps which are both cofibrations and weak equivalences.

We call this model structure the injective model structure and denote it by
SSetsΔ

op

c . Although this model structure is cofibrantly generated, the proof that
it is so does not provide explicit generating sets of cofibrations and generating
acyclic cofibrations.

Theorem 2.5.2 [69, 11.6.1, 13.1.4] There is a proper simplicial cofibrantly
generated model structure on the category of simplicial spaces where the weak
equivalences and fibrations are given levelwise, and the cofibrations have the
left lifting property with respect to the maps which are both fibrations and weak
equivalences.

We call this model structure the projective model structure and denote it by
SSetsΔ

op

f . Let us use the cofibrantly generated structure on SSets to describe
sets of generating cofibrations and generating acyclic cofibrations for the pro-
jective structure.

A cofibration should be a map with the left lifting property with respect to
the acyclic fibrations. Here, acyclic fibrations are defined levelwise, so a map
of simplicial spaces X → Y is an acyclic fibration if and only if, for each n ≥ 0,
the map Xn → Yn is an acyclic fibration of simplicial sets. We know that such
a map is characterized by the existence of a lift in any diagram of the form

∂Δ[m] Xn

Δ[m] Yn

where m ≥ 0. However, we can use the isomorphism Xn � Map(Δ[n]t, X) to
ask instead for a lift in the diagram

∂Δ[n] Map(Δ[n]t, X)

Δ[m] Map(Δ[n]t,Y).

Then we can apply the adjunction between mapping spaces and cartesian prod-
uct to see that the existence of a lift in the above diagram of simplicial sets is
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equivalent to the existence of a lift in the diagram of simplicial spaces

∂Δ[n] × Δ[n]t X

Δ[m] × Δ[n]t Y

for any n,m ≥ 0. Thus, we can take

{∂Δ[m] × Δ[n]t → Δ[m] × Δ[n]t | m, n ≥ 0}

as a set of generating cofibrations for SSetsΔ
op

f . Similarly, we can take

{V[m, k] × Δ[n]t → Δ[m] × Δ[n]t | m ≥ 1, 0 ≤ k ≤ m, n ≥ 0}

as a set of generating acyclic cofibrations.
In either model structure on simplicial spaces, we have the following result,

which is a special case of a more general fact on diagram categories.

Proposition 2.5.3 Any simplicial space can be obtained as a homotopy col-
imit of simplicial spaces of the form Δ[n]t.

The following corollary perhaps seems unnecessary but is useful in a later
proof.

Corollary 2.5.4 Any simplicial space can be obtained as a homotopy colimit
of simplicial spaces of the form Δ[n]t × K, where K is a simplicial set.

2.6 The Reedy Model Structure on Simplicial Spaces

There is a third way to define a model structure with levelwise weak equiv-
alences on the category of simplicial spaces, using the fact that Δop has the
structure of a Reedy category. The theory of Reedy model structures was first
developed by Reedy [101]. We give a summary here for the case of simplicial
spaces. For more general simplicial objects, see Reedy’s original paper [101];
for the more general theory of Reedy categories, see, for example, chapter 15
of [69].

Let Δn denote the full subcategory of Δ with objects [0], [1], . . . , [n]. Let
SSetsΔ

op
n be the category of all functors Δop

n → SSets. The inclusion functor
Δn → Δ induces a truncation functor trn : SSetsΔ

op → SSetsΔ
op
n which has a

left adjoint sn and a right adjoint cn.

Definition 2.6.1 Given a simplicial space X, define its n-skeleton to be the
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simplicial space skn(X) = sn ◦ trn(X). Define its n-coskeleton to be the simpli-
cial space coskn(X) = cn ◦ trn(X).

Proposition 2.6.2 For any n ≥ 0, the pair (skn, coskn) forms an adjoint pair
of functors from the category SSetsΔ

op
to itself.

Proof Let X and Y be simplicial spaces. Let Hom(−,−) denote a morphism
set in the category of simplicial spaces and Homn(−,−) a morphism set in the
category of n-truncated simplicial spaces. Then we have isomorphisms

Hom(skn X,Y) = Hom(sn ◦ trn(X), Y)

� Homn(trn(X), trn(Y))

� Hom(X, cn ◦ trn(Y))

= Hom(X, coskn Y). �

Example 2.6.3 Let X be an arbitrary simplicial space. Its 0-skeleton is the
constant simplicial space given by X0 in each simplicial degree. Its 0-coskeleton
has (n + 1) copies of X0 in each degree.

Example 2.6.4 If we look at the even simpler case of simplicial sets, the
(n− 1)-skeleton of the n-simplex Δ[n] is its boundary ∂Δ[n]. Thus, the (n− 1)-
skeleton of the simplicial space Δ[n]t is ∂Δ[n]t. Using adjointness, we observe
that, for any n ≥ 1,

coskn−1(X)n = Map(Δ[n]t, coskn−1(X))

� Map(skn−1 Δ[n]t, X)

= Map(∂Δ[n]t, X).

This description of the n-simplices of the (n − 1)-coskeleton of a simplicial
space will be useful in what follows.

Remark 2.6.5 One can generalize this definition to the case where n = −1.
Then, for any simplicial space X, its (−1)-skeleton sk−1(X) is the initial simpli-
cial space ∅, and its (−1)-coskeleton cosk−1(X) is the terminal simplicial space
∗ = Δ[0].

These skeleton and coskeleton functors can be used to define the cofibrations
and fibrations for a model structure on simplicial spaces.

Theorem 2.6.6 [69, 15.3.4], [101, A] There is a proper, cofibrantly gen-
erated, simplicial model structure, called the Reedy model structure, on the
category of simplicial spaces such that:
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1 the weak equivalences are levelwise weak equivalences of simplicial sets,

2 the cofibrations are the maps X → Y such that the induced maps

skn−1(Y)n �skn−1(X)n Xn → Yn

are cofibrations in SSets for all n ≥ 0, and

3 the fibrations are the maps X → Y such that the induced maps

Xn → coskn−1(X)n ×coskn−1(Y)n Yn

are fibrations of simplicial sets for all n ≥ 0.

The simplicial structure here is the same as for the other two model struc-
tures.

While we refer the reader to Reedy’s original paper [101] for the proof,
we would like to understand the cofibrantly generated structure by producing
generating sets of cofibrations and acyclic cofibrations. Let us begin with the
generating acyclic cofibrations.

A generating acyclic cofibration should be a map with the left lifting prop-
erty with respect to the fibrations. Let us use our description of the fibrations to
produce such a set, using the cofibrantly generated structure for simplicial sets.
First let n = 0. Since the (−1)-coskeleton of any simplicial space is the termi-
nal object ∗, a fibration must first satisfy the condition that X0 → Y0 must be a
fibration of simplicial sets. In other words, we must have a lift in any diagram
of the form

V[m, k] X0

Δ[m] Y0,

where m ≥ 1 and 0 ≤ k ≤ m. Using the fact that X0 = MapSSetsΔop (Δ[0]t, X)
and adjointness of the cartesian product and mapping spaces, the existence of
such a lift is equivalent to the existence of a lift in the diagram

V[m, k] × Δ[0]t X

Δ[m] × Δ[0]t Y.

Thus we conclude that our generating set must include maps of the form

V[m, k] × Δ[0]t → Δ[m] × Δ[0]t

for all m ≥ 1 and 0 ≤ k ≤ m.
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Now we proceed to other values of n. Let

P = coskn−1(X)n ×coskn−1(Y)n Yn.

Then for X → Y to be a fibration we need a lift in any diagram of the form

V[m, k] Xn

Δ[m] P Yn

coskn−1(X)n coskn−1(Y)n.

(2.1)

Using adjointness as before, the top horizontal map corresponds to a map

V[m, k] × Δ[n]t → X,

and similarly for the bottom horizontal map. The bottom horizontal map, how-
ever, is determined by two compatible maps, by the universal property for pull-
backs. The first is Δ[m]→ Yn which corresponds to the map

Δ[m] × Δ[n]t → Y.

The second is Δ[m]→ coskn−1(X)n = Map(∂Δ[n]t, X), making use of Example
2.6.4, which corresponds to the map

Δ[m] × ∂Δ[n]t → X.

Putting all this data together, we see that the existence of a lift in the previous
diagram is equivalent to the existence of a lift in the diagram

V[m, k] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t X

Δ[m] × Δ[n]t Y,

where the union in the upper left-hand corner is taken over the overlap, which
is V[m, k] × ∂Δ[n].

Thus, a choice for the generating acyclic cofibrations is the set

JR = {V[m, k] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t → Δ[m] × Δ[n]t}

where n ≥ 0, m ≥ 1, and 0 ≤ k ≤ m. Observe that we have included n = 0 here;
using the fact that ∂Δ[0] = ∅, this description gives exactly the maps that we
obtained above.
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We claim that the generating cofibrations can be described analogously, so
that we have

IR = {∂Δ[m] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t → Δ[m] × Δ[n]t}

for all m, n ≥ 0. However, to use the same procedure as above, we need to
know the following result.

Proposition 2.6.7 [101, 1.4] A map f : X → Y is an acyclic fibration of
simplicial spaces if and only if, for every n ≥ 0, the map

Xn → coskn−1(X)n ×coskn−1(Y)n Yn

is an acyclic fibration of simplicial sets.

Since Reedy proves the dual statement for acyclic cofibrations, we include
here the proof, using the following two lemmas.

Lemma 2.6.8 [101, 1.1] There is a pullback diagram

coskn(X)k coskn−1(X)k

∏
α : [k]→[n] Xn

∏
α : [k]→[n] coskn−1 Xn

where the products are taken over all face maps [k] → [n] in Δop and the
vertical maps are products of face maps.

The second lemma is dual to [101, 1.3].

Lemma 2.6.9 Suppose, in any model category, that we have a commutative
diagram

A2 A1 A3

B2 B1 B3

f3

such that the maps f3 and

A2 → B2 ×B1 A1

are acyclic fibrations. Then the induced map on pullbacks

A2 ×A1 A3 → B2 ×B1 B3

is an acyclic fibration.
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Proof The induced map on pullbacks can be written as the composite of
acyclic fibrations

A2 ×A1 A3 → (B2 ×B1 A1) ×A1 A3 � B2 ×B1 A3 → B2 ×B1 B3. �

Proof of Proposition 2.6.7 Suppose that f : X → Y is an acyclic fibration in
the Reedy model structure. Then we know that each map fn : Xn → Yn is a
weak equivalence of simplicial sets and that each map

Xn → coskn−1(X)n ×coskn−1(Y)n Yn

is a fibration of simplicial sets. We need to show that the latter maps are also
weak equivalences. We use induction.

Let n = 0. Then we know that cosk−1(X) = ∗ = cosk−1(Y). Therefore, we
have that

X0 → cosk−1(X)0 ×cosk−1(Y)0 Y0 = Y0

is a weak equivalence by assumption. Observe also that the map cosk−1(X)k →
cosk−1(Y)k is a weak equivalence (in fact, an isomorphism) for all k ≥ 0.

Now suppose we know that the maps

Xn → coskn−1(X)n ×coskn−1(Y)n Yn

and coskn−1(X)k → coskn−1(Y)k are weak equivalences, where k ≥ n. Consider
the commutative diagram

∏
α : [k]→[n] Xn

∏
α : [k]→[n] coskn−1(X)n coskn−1(X)k

∏
α : [k]→[n] Yn

∏
α : [k]→[n] coskn−1(Y)n coskn−1(Y)k

where, as in Lemma 2.6.8, the products are taken over face maps. Observe that,
by the inductive hypothesis, the rightmost vertical map is an acyclic fibration,
and that the map from the top left-hand corner to the pullback of the left-hand
square is also an acyclic fibration. Therefore, by Lemma 2.6.9, the induced
map on pullbacks, which is

coskn(X)k → coskn(Y)k

by Lemma 2.6.8, is an acyclic fibration. In particular, we can take k = n + 1.
Therefore, if we look at

Xn+1 → coskn(X)n+1 ×coskn(Y)n+1 Yn+1 → Yn+1,
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the right-hand map is a weak equivalence. But the composite is a weak equiva-
lence by assumption. Therefore, the left-hand map is also a weak equivalence,
which is what we wanted to show.

Conversely, if each map

Xn → coskn−1(X)n ×coskn−1(Y)n Yn

is an acyclic fibration of simplicial sets, then

Xn → coskn−1(X)n ×coskn−1(Y)n Yn → Yn

is a composite of acyclic fibrations, establishing that f : X → Y is an acyclic fi-
bration in the Reedy model structure. (Observe that the arguments above show-
ing that the right-hand map is an acyclic fibration hold under our hypotheses
for the converse.) �

One of the most important properties of the Reedy model structure on the
category of simplicial spaces is the following.

Theorem 2.6.10 [69, 15.8.7, 15.8.8] The Reedy and injective model struc-
tures on the category of simplicial spaces are the same. In particular, Reedy
cofibrations are precisely monomorphisms, and all objects are Reedy cofibrant.

While the injective model structure is often helpful to consider due to the
nice characterization of cofibrant objects, it can be problematic to use in prac-
tice because it is only known to be cofibrantly generated in an abstract sense,
without explicit generating sets. While the Reedy model structure seems to
have a more complicated structure, it has the benefit of easily described gener-
ating sets. The fact that the two model structures agree allows us to make use
of both properties: having a nice cofibrantly generated structure and a simple
description of cofibrations and cofibrant objects.

The following result and its corollaries will be used frequently in later chap-
ters.

Proposition 2.6.11 If X is a Reedy fibrant simplicial space, then the map

(d1, d0) : X1 → X0 × X0

is a fibration of simplicial sets.

Proof Since X is Reedy fibrant, the map X → Δ[0] is a fibration. Using the
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diagram (2.1) in this case, a lift exists in the diagram

V[m, k] X1

Δ[m] cosk0(X)1.

But cosk0(X)1 � X0 × X0, and the map to it from X1 is precisely (d1, d0). �

Corollary 2.6.12 If X is Reedy fibrant, then the face maps di : X1 → X0 for
i = 0, 1 are fibrations.

Proof Either face map di : X1 → X0 can be written as the composite of
(d1, d0) with the projection pri : X0 × X0 → X0, and both these maps are fi-
brations. �

Taking iterations of the previous two results, we obtain the following.

Corollary 2.6.13 For Reedy fibrant simplicial spaces, the iterated pullback
of the diagram

X1
d0→ X0

d1← · · ·
d0→ X0

d1← X1

is a homotopy pullback. In particular, for the Segal map

Xn → X1 ×X0 · · · ×X0 X1︸����������������︷︷����������������︸
n

the right-hand side is a homotopy pullback.

Although we do not go through the details here, we note that Δ is also a
Reedy category, and the category of cosimplicial spaces has a model structure
analogous to the model structure described above for simplicial spaces.

2.7 Combinatorial Model Categories

While we have already discussed cellular model categories, another convenient
class of well-behaved model categories is given by those that are combinato-
rial. The following definition is originally due to J.H. Smith.

Definition 2.7.1 [49, 2.2] A category C is locally presentable if

1 it admits all small colimits, and
2 there is a set S of small objects of C such that any object of C can be obtained

as the colimit of a small diagram with objects in S .
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Definition 2.7.2 [49, 2.1] A model categoryM is combinatorial if it is cofi-
brantly generated and its underlying category is locally presentable.

Example 2.7.3 The model category SSets is combinatorial.

We will have need of a recognition theorem for combinatorial model cate-
gories, for which we need some further terminology. In the following defini-
tion, we have again omitted some set-theoretic technicalities.

Definition 2.7.4 A category C is accessible if:

1 the category C has all filtered colimits, and
2 there is a set of compact objects that generate the category under directed

colimits.

A functor between accessible categories is accessible if it preserves filtered
colimits.

Given a category C, recall that we can take the category C[1] whose objects
are the morphisms of C.

Definition 2.7.5 [21, 1.14] Let C be a locally presentable category and W
a class of morphisms in C. ThenW is an accessible class of maps if the full
subcategory of C[1] whose objects are in W is an accessible category and is
closed under filtered colimits.

Proposition 2.7.6 [21, 1.18] Suppose C and D are locally presentable cate-
gories and W an accessible class in D. Let F : C[1] → D[1] be an accessible
functor. Then the class of morphisms of C which are mapped to W by F also
form an accessible class.

We have the following specific example.

Proposition 2.7.7 [51, C.4] The class of acyclic fibrations in SSets is an
accessible class of maps.

Proof Consider the category SSets[1] of morphisms of simplicial sets and the
functor G : SSets[1] → Sets[1] which sends a map f : X → Y to the pullback-
corner map restricted to 0-simplices∐

n≥0

(
XΔ[n]
)

0
→
(
X∂Δ[n] ×Y∂Δ[n] YΔ[n]

)
0
.

Notice that G preserves filtered colimits because the functors (−)Δ[n] and
(−)∂Δ[n] do, and hence G is an accessible functor. The class of Kan acyclic
fibrations is exactly the inverse image under G of the surjections. One can

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.004
https://www.cambridge.org/core


56 Simplicial Objects

check that the category of surjections in Sets is an accessible class; hence by
Proposition 2.7.6 the acyclic fibrations form an accessible class of maps. �

Theorem 2.7.8 [21, 1.7, 1.15] Let C be a locally presentable category,W a
class of morphisms, and I a set of morphisms of C. Suppose further that

1 the classW is closed under retracts and satisfies the two-out-of-three prop-
erty,

2 the I-fibrations are inW,

3 the class of I-cofibrations which are in W is closed under pushout and
transfinite composition, and

4 W is an accessible class.

Then C has a cofibrantly generated model structure in whichW is the class of
weak equivalences and I is a set of generating cofibrations.

2.8 Localized Model Categories

Sometimes we obtain a new model structure on a category by making more
maps weak equivalences. In other words, we localize with respect to some set
of maps which were not previously weak equivalences, but which we would
like to be. Some assumptions need to be made so that the result is still a model
category.

Recall that we have a notion of homotopy mapping spaces even in model
categories which are not necessarily simplicial. We use these homotopy map-
ping spaces to give a definition of an object being local, in the sense that the
source and target of a map do not distinguish that object differently. Then we
consider all such maps which behave the same way with respect to local ob-
jects.

Definition 2.8.1 LetM be a model category and T a set of maps inM.

1 A T -local object inM is a fibrant object W inM such that the induced map

Maph(B,W)→ Maph(A,W)

is a weak equivalence for every f : A→ B in T .
2 A T -local equivalence g : X → Y inM is a map such that

Maph(Y,W)→ Maph(X,W)

is a weak equivalence for every T -local object W.
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If T consists of a single map f , then we call a T -local object f -local, and
similarly consider f -local equivalences.

Theorem 2.8.2 [10, 4.7], [69, 4.1.1] Let M be a left proper, cellular or
combinatorial model category and T a set of maps inM. There exists a model
structure LTM on the same underlying category such that:

1 the weak equivalences of LTM are the T-local equivalences inM,
2 the cofibrations of LTM are precisely the cofibrations ofM, and
3 the fibrant objects of LTM are precisely the T-local objects ofM.

The model category LTM is left proper and cellular or combinatorial (agree-
ing withM), and ifM is a simplicial model category, then so is LTM.

The model categoryLTM is often called the left Bousfield localization ofM
with respect to the set of maps T , or simply the Bousfield localization. There
is a dual version, which is either called the right Bousfield localization, or the
Bousfield colocalization, but we do not use it here.

Example 2.8.3 [69, §1.5] Consider the model category T op and, for some
n ≥ 0, the single boundary inclusion fn : S n−1 → Dn. Then a topological space
Z is fn-local precisely when πi(Z) = 0 for all i > n and every choice of base-
point. A map g : X → Y is an fn-local equivalence if and only if g induces
isomorphisms πi(X) → πi(Y) for all i ≤ n. A fibrant replacement in this local-
ized model structure is thus an nth Postnikov approximation.

Since a model category LTM obtained from localization in this way is still
cofibrantly generated, we can assume that it has a functorial fibrant replace-
ment functor LT , for example constructed via the small object argument. Given
any object X, the corresponding object LT X is considered to be a localization
of X, since it is by definition T -local.

Proposition 2.8.4 [69, 4.3.6] A morphism between T-local objects in LTM
is a T-local equivalence if and only if it is a weak equivalence inM.

Proposition 2.8.5 Let M be a model category and T a set of maps in M.
Suppose that X : C → M is a diagram such that, for each object α of C, the
object Xα ofM is T -local. Then holimα Xα is also T-local.

Proof Let A → B be a map in T . Since each Xα is T -local, we know that we
have isomorphisms Maph(B, Xα) → Maph(A, Xα). Since by Proposition 2.4.8
mapping spaces are fibrant, then we still have a weak equivalence

holimα Maph(B, Xα)→ holimα Maph(A, Xα)

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.004
https://www.cambridge.org/core


58 Simplicial Objects

by Proposition 2.3.6. But then we still have a weak equivalence when we com-
mute the mapping space with the homotopy limit by Proposition 2.4.10, so we
obtain a weak equivalence

Maph(B, holimα Xα)→ Maph(A, holimα Xα).

Varying over all maps in T , we conclude that holimα Xα is T -local by defini-
tion. �

Proposition 2.8.6 Suppose M1 and M2 are model structures on the same
underlying category with the same class of weak equivalences but different
fibrations and cofibrations. Let T be a set of maps in this underlying category.
Then the weak equivalences in LTM1 and LTM2 agree.

Proof Recall, as discussed in the paragraph after Proposition 2.4.9, that ho-
motopy mapping spaces are defined in terms of the underlying category and
the weak equivalences and do not depend on the fibrations and cofibrations.
Using the definition of local equivalence, it follows that the weak equivalences
of a localized model category LTM are determined only by the set T and by
the weak equivalences of the original model categoryM. �

The following result is helpful for characterizing fibrant objects in a local-
ized model structure. Note, however, that the set of maps produced is only
sufficient for identifying fibrant objects; it need not be a set of generating cofi-
brations for characterizing all fibrations.

Proposition 2.8.7 [69, §4.2] Let LTM be a localization of a simplicial
model category M, where the maps in T are cofibrations between cofibrant
objects. Then an object Z is T-local if and only if it has the right lifting prop-
erty with respect to the set of maps

{A ⊗ Δ[m] ∪A⊗∂Δ[m] B ⊗ ∂Δ[m]→ B ⊗ Δ[m] | A→ B in T,m ≥ 0}.

Proof An object Z is T -local if and only if, for every map A → B in T , the
induced map

Map(B,Z)→ Map(A,Z)

is an acyclic fibration of simplicial sets. (Since Z is fibrant and A and B are as-
sumed to be cofibrant, the homotopy mapping space is just the mapping space.)
This condition is equivalent to the existence of a lift in any diagram of the form

∂Δ[m] Map(B,Z)

Δ[m] Map(A,Z)
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where m ≥ 0. Using the simplicial structure onM, the existence of that lift is
equivalent to a lift in the diagram

A ⊗ Δ[m] ∪A⊗∂Δ[m] B ⊗ ∂Δ[m] Z

B ⊗ Δ[m],

completing the proof. �

Under certain conditions, we can also think of applying localization to a
Quillen pair of model categories. Here we apply the left derived functor of a
left Quillen functor to the set of maps with respect to which we localize.

Theorem 2.8.8 [69, 3.3.20] Suppose that M and N are model categories
and F : M� N : G is a Quillen pair. Suppose that T is a class of maps inM
such that the localized model structure LTM exists, and furthermore that the
localized model structure LLFTN exists.

1 The adjoint pair (F,G) still defines a Quillen pair

F : LTM� LLFTN : G.

2 If (F,G) defines a Quillen equivalence betweenM and N , then it also de-
fines a Quillen equivalence on the localized model structures.

We also need a version of local objects in which we consider isomorphisms,
rather than weak equivalences, on mapping spaces.

Definition 2.8.9 Let M be a simplicial model category, and let T be a set
of cofibrations inM. A fibrant object Y of M is strictly T -local if, for every
morphism f : A→ B in T , the induced map on mapping spaces

f ∗ : Map(B,Y)→ Map(A,Y)

is an isomorphism of simplicial sets. A map g : C → D inM is a strict T -local
equivalence if, for every strictly T -local object Y inM, the induced map

g∗ : Map(D,Y)→ Map(C,Y)

is an isomorphism of simplicial sets.

We use this definition specifically in the projective model structure on sim-
plicial spaces, and the following lemma is useful.
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Lemma 2.8.10 [28, 5.6] Consider the category of all simplicial spaces
SSetsΔ

op
and the full subcategory of strictly local diagrams with respect to

the set of maps T = { f : A → B}. The forgetful functor from the category of
strictly local diagrams to the category of all diagrams has a left adjoint.

Proof Without loss of generality, assume that we have just one map f in
T ; otherwise replace f by

∐
α fα. Suppose we have a diagram X in SSetsΔ

op

which is not strictly local, so that the map

f ∗ : Map(B, X)→ Map(A, X)

is not an isomorphism. We first modify X to an object for which f ∗ is surjective.
Define X′ to be the pushout in the diagram

∐
n≥0
∐

A×Δ[n]→X A × Δ[n] X

∐
n≥0
∐

A×Δ[n]→X B × Δ[n] X′,

where each coproduct is taken over all maps A × Δ[n] → X for each n ≥ 0.
Then we further modify X so that f ∗ is injective; define X′′ to be the pushout

∐
n≥0
∐

(B
∐

A B) × Δ[n] X′

∐
n≥0
∐

B × Δ[n] X′′,

again where the second coproduct is over all maps (B
∐

A B)×Δ[n]→ X′, and
where the map

B
∐

A

B→ B

is the fold map.
In the construction of X′, for any strictly local object Y we obtain a pullback

diagram

Map(X′,Y) Map(
∐

B,Y)

Map(X,Y) Map(
∐

A,Y)

� �

showing that the map X → X′ is a strict local equivalence since f : A→ B is.
In the construction of X′′, we obtain a similar diagram. To show that the map
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X′ → X′′ is a strict local equivalence, we first consider the pullback diagram

Map(X′′,Y) Map(
∐

B,Y)

Map(X′,Y) Map(
∐

(B
∐

A B), Y).

It suffices to show that the right-hand vertical arrow is an isomorphism.
Recall that the object B

∐
A B is defined as the pushout in the diagram

A B

B B
∐

A B,

which enables us to look at the pullback diagram

Map(B
∐

A B,Y) Map(B,Y)

Map(B,Y) Map(A,Y).

�

Hence the map

B→ B
∐

A

B

is a strict local equivalence. But, this map fits into a composite

B B
∐

A B B.
id

Since the identity map is a strict local equivalence, it follows that the map

B
∐

A

B→ B

is a strict local equivalence, since it can be shown that the strictly local equiv-
alences satisfy the two-out-of-three property.

Therefore, we obtain a composite map X → X′′ which is a strict local equiv-
alence. However, we still do not know that the map

Map(B, X′′)→ Map(A, X′′)

is an isomorphism. So, we repeat this process, taking a (possibly transfinite)
colimit to obtain a strictly local object X̃ such that there is a local equivalence
X → X̃. If necessary, take a fibrant replacement of X̃.

It remains to show that the functor which takes a diagram X to the local
diagram X̃ is left adjoint to the forgetful functor. So if J is the forgetful functor
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from the category of strictly local diagrams to the category of all diagrams and
K is the functor we have just defined, we claim that

Map(X, JY) � Map(KX,Y)

for any diagram X and strictly local diagram Y . But, proving this statement is
equivalent to showing that

Map(X,Y) � Map(X̃,Y),

which was shown above for each step, and still holds for the colimit. In partic-
ular, the map X → X̃ = KX and the identity Y = JY induce natural isomor-
phisms

Map(KX,Y)→ Map(X,Y)→ Map(X, JY),

and the restriction of this composite to the 0-simplices of each object,

Hom(KX,Y)→ Hom(X, JY),

is exactly the isomorphism we need to show that K is left adjoint to J. �

Lemma 2.8.11 [29, 4.1] Let L be a strict localization functor for a model
categoryM. Given a small diagram of objects Xα ofM,

L(hocolim Xα) � L hocolim L(Xα).

Proof It suffices to show that, for any strictly local object Y , there is a weak
equivalence of simplicial sets

Map(L(hocolimα LXα), Y) � Map(L hocolimα Xα,Y).

This fact follows from the following series of weak equivalences:

Map(L hocolimα LXα,Y) � Map(hocolimα LXα,Y)

� holimα Map(LXα,Y)

� holimα Map(Xα,Y)

� Map(hocolimα Xα,Y)

� Map(L hocolimα Xα,Y). �
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2.9 Cartesian Model Categories

For a model structure on a category which is monoidal for the cartesian prod-
uct, we can consider the compatibility of the model structure with the monoidal
structure. Here we will only be interested in the special case in which the
monoidal product is the cartesian, or categorical, product. In this case, we have
the following rewording of the definition of a closed monoidal category.

Definition 2.9.1 A category C is cartesian closed if it has finite products and,
for any two objects X and Y of C, an internal function object YX , together with
a natural isomorphism

HomC(Z,YX) � HomC(Z × X,Y)

for any third object Z of C.

In other words, a category C with finite products is cartesian closed if, for
any object X of C, the functor X × − : C → C has a right adjoint, which we
denote by (−)X .

If a cartesian closed category additionally has a model structure, we can ask
if these two structures are compatible, in the following sense.

Definition 2.9.2 [102, 2.2] A model categoryM is cartesian if its underlying
category is cartesian closed, its terminal object is cofibrant, and the following
equivalent conditions hold.

1 If f : A→ A′ and g : B→ B′ are cofibrations inM , then the induced map

h : A × B′ �A×B A′ × B→ A′ × B′

is a cofibration. If either f or g is a weak equivalence, then so is h.
2 If f : A → A′ is a cofibration and p : X′ → X is a fibration inM, then the

induced map

q : (X′)A′ → (X′)A ×XA XA′

is a fibration. If either f or p is a weak equivalence, then so is q.

We refer to the first of these conditions as the pushout-product condition,
just as in the analogous case of a simplicial model category.

Example 2.9.3 The model category of simplicial sets is cartesian, where for
any simplicial sets X and Y , YX = Map(X,Y) is defined by

(YX)n = Hom(X × Δ[n], Y)

for any k ≥ 0. In this case, the cartesian structure coincides with the simplicial
structure.
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Example 2.9.4 The Reedy and projective model structures on the category
of simplicial spaces are cartesian, where the internal hom object YX is given
by

(YX)n = Map(Δ[n]t,YX) � Map(X × Δ[n]t,Y).

Using the definition of cartesian, one can check that, if W is a fibrant simplicial
space in either model structure and X is any simplicial space, then WX is also
fibrant in the same model structure.

Following Rezk [103] we use the following convenient criterion for when a
localization of the Reedy model structure on simplicial spaces is still cartesian
closed.

Proposition 2.9.5 [103, 9.2] Consider the category of simplicial spaces
equipped with the Reedy model structure, and let T be a set of maps between
simplicial spaces. Suppose that for each T-local object W, the simplicial space
WΔ[1]t

is also T-local. Then the T-local model structure on the category of sim-
plicial spaces is compatible with the cartesian closure.

Proof Let W be a T -local simplicial space; by hypothesis, WΔ[1]t
is also T -

local. Iterating this application of the hypothesis, we know that W (Δ[1]t)k
is T -

local for any k ≥ 1. Since for any k, the simplicial set Δ[k] is a retract of
(Δ[1])k, we can conclude that the simplicial space WΔ[k]t

is a retract of W (Δ[1]t)k
.

Therefore, WΔ[k] is T -local for any k.
Recall from Corollary 2.5.4 that any simplicial space X can be obtained

as a homotopy colimit (in the Reedy model structure) of simplicial spaces of
the form Δ[k]t × K for K an arbitrary simplicial set. Therefore, any simplicial
space WX can be written as a homotopy limit of simplicial spaces of the form
WΔ[k]t×K = (WΔ[k]t

)K .
The Reedy model structure on simplicial spaces is a simplicial model cate-

gory, and this simplicial structure is retained after localizing with respect to T .
Therefore, each object (WΔ[k]t

)K must be T -local. Since T -local objects are pre-
served under homotopy limits by Proposition 2.8.5, we can conclude that any
simplicial space of the form WX , with W T -local and X arbitrary, is T -local.

It remains to establish the pushout-product condition. Suppose that i : X →
Y is a cofibration and that j : U → V is a T -local acyclic cofibration. We need
to prove that the induced map

U × Y
∐
U×X

V × X → V × Y

is a T -local equivalence. It suffices to prove that, for any T -local object W, the
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diagram of simplicial sets

Map(V × Y,W) Map(V × X,W)

Map(U × Y,W) Map(U × X,W)

is a homotopy pullback square. However, this diagram is equivalent to

Map(V,WY ) Map(V,WX)

Map(U,WY ) Map(U,WX).

Since we have established that both WX and WY are T -local, the vertical maps
are weak equivalences; we also know they are fibrations. Therefore the diagram
is a homotopy pullback. �
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3

Topological and Categorical Motivation

The purpose of this chapter is to motivate the notion of (∞, 1)-categories from
two different perpectives: the first more topological and homotopy-theoretic in
nature, and the second more categorical.

For the first perspective, we start with a well-known and well-understood
construction, the nerve of a category, and use a weakness of this construction
to motivate more refined approaches to thinking of a category as a simplicial
object. In doing so, we obtain a way of thinking about what it means to be a
“category up to homotopy”. The two different ways in which we modify the
nerve construction point toward two of the models for (∞, 1)-categories and
hint at the comparison between them.

We then instead consider the problem of understanding higher categories
and give a definition of what an (∞, 1)-category should be. In particular, this
approach justifies the name of (∞, 1)-categories, although they turn out to con-
sist of the same information as categories up to homotopy.

3.1 Nerves of Categories

We have seen that simplicial sets are designed to model topological spaces.
Simplicial sets are also closely related to categories, via the nerve, but the
relationship is not quite so clean. However, understanding how to refine the
relationship between simplicial sets and categories leads to interesting new
ideas, in particular that of categories up to homotopy. In this section, we review
the nerve functor and consider some key examples.

We recall from Example 2.1.4 the following definition.

Definition 3.1.1 The nerve of a small category C is the simplicial set nerve(C)

66
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3.1 Nerves of Categories 67

defined by

nerve(C)n = HomCat([n],C).

In other words, the n-simplices of the nerve are n-tuples of composable mor-
phisms in C. In particular, the nerve of the category [n] is just the n-simplex
Δ[n].

Example 3.1.2 [69, 14.1.4] Let G be a group, regarded as a category with
one object. Then nerve(G) is a simplicial set whose geometric realization is
the classifying space of G, denoted by BG.

Proposition 3.1.3 If F : C → D is an equivalence of categories, then the
induced map nerve(F) : nerve(C) → nerve(D) is a weak equivalence of sim-
plicial sets.

Sketch of proof Using Proposition 1.1.32, there must be an inverse equiva-
lence G : D → C together with natural isomorphisms GF � idC and FG � idD.
Then one can check that the induced map nerve(G) : nerve(D) → nerve(C) is
a homotopy inverse to nerve(F). �

Let us look at the nerves of some simple categories.

Example 3.1.4 Consider [0], the category with a single object and only the
identity morphism, which looks like •, and let I be the category with two ob-
jects and a single isomorphism between them, depicted as • ↔ •. Then we
can include [0] into I (in two different but equivalent ways), and this functor
defines an equivalence of categories. The nerves of the categories [0] and I are
both contractible.

However, the converse statement to Proposition 3.1.3 is false: a functor be-
tween categories which is not an equivalence may still induce a weak equiva-
lence of nerves.

Example 3.1.5 Consider the category [1] which is depicted as • → •. Then
nerve([1]) is contractible, but [1] is not equivalent to either [0] or I from the
previous example.

The problem here is that weak equivalences of simplicial sets are given by
weak homotopy equivalences of spaces after geometric realization, so we do
not remember in which direction a 1-simplex pointed. In particular, we do not
remember whether or not a 1-simplex in the nerve came from an isomorphism
in the original category. The isomorphism information is crucial, however, in
the definition of equivalence of categories, as we saw in the above examples. If
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we assume that all morphisms are invertible, then the converse statement does
follow.

Proposition 3.1.6 A functor F : C → D between groupoids is an equiva-
lence of categories if and only if nerve(F) : nerve(C) → nerve(D) is a weak
equivalence of simplicial sets.

In this case, one can prove the converse statement using the extra infor-
mation that all morphisms in the groupoids are invertible. The lack of this
information is precisely where the more general statement fails. This propo-
sition suggests that when we think about simplicial sets as models for topo-
logical spaces, there is a closer connection to groupoids than to more general
categories. We explore this idea from different perspectives throughout this
chapter.

We consider two possible approaches for distinguishing between nerves of
nonequivalent categories.

1 We can change our definition of weak equivalence between simplicial sets
so that fewer morphisms are weak equivalences. We would like to do so in
such a way that nerves of nonequivalent categories are not weakly equivalent
in this new sense. We take this approach in Section 3.2.

2 We can take a more refined version of the nerve construction so that it does
distinguish isomorphisms from other morphisms. The output of the new con-
struction is a simplicial space rather than a simplicial set. We take this ap-
proach in Section 3.3.

3.2 Kan Complexes and Generalizations

Recall the following simplicial sets: the n-simplex Δ[n] = Hom(−, [n]); its
boundary ∂Δ[n], obtained by leaving out the identity map [n] → [n]; and, for
any 0 ≤ k ≤ n, the horn V[n, k] obtained by removing the kth face from ∂Δ[n].

Example 3.2.1 When n = 2, we can think of ∂Δ[2], the boundary of the
2-simplex Δ[2], as

v1

v0 v2.
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Then the horn V[2, 0] can be depicted as

v1

v0 v2

whereas V[2, 1] looks like

v1

v0 v2

and V[2, 2] looks like

v1

v0 v2.

A basic question in the study of simplicial sets is when, given one of these
horn diagrams in a simplicial set, it can be filled in to a full simplex.

Definition 3.2.2 A simplicial set X is a Kan complex if any map V[n, k]→ X
can be extended to a map Δ[n]→ X. In other words, a lift exists in any diagram

V[n, k] X

Δ[n] .

We have the following nice class of Kan complexes.

Proposition 3.2.3 The nerve of a groupoid is a Kan complex.

Idea of the proof Let G be a groupoid. When n = 2, having a lift in the dia-
gram

V[2, 1] nerve(G)

Δ[2]

means that any pair of composable morphisms has a composite. In fact, such a
lift exists for the nerve of any category, not just a groupoid.

However, the 1-simplices in the image of a map V[2, 0] → nerve(G) are
not composable; they have a common source instead. Therefore, finding a lift
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to Δ[2] → X is equivalent to the existence of a left inverse to the morphism
giving rise to the 1-simplex v0 → v1. (Here we use the vertex labels as given in
Example 3.2.1.) Similarly, the existence of a lift in the V[2, 2] case is equivalent
to the existence of a right inverse to the morphism which is sent to the 1-
simplex v1 → v2. Since G is a groupoid, and hence all morphisms have (two-
sided) inverses, all such lifts exist. �

However, we can actually say more about nerves of groupoids. Since com-
position in a category is unique, if a simplicial set K is the nerve of a groupoid,
then the lifts along horns are actually unique.

Proposition 3.2.4 A Kan complex K is the nerve of a groupoid if and only if
the lift in each diagram

V[n, k] K

Δ[n]

is unique for every 0 ≤ k ≤ n.

Thus we can think of Kan complexes as generalizations of groupoids, where
lifts along horns are no longer unique. Thus, they can be thought of as “group-
oids up to homotopy”.

If we look at the model structure we have been considering on simplicial
sets, the fibrant objects are exactly the Kan complexes. In particular, if we take
the nerve of a category and then a fibrant replacement of it, we get something
that behaves like the nerve of a groupoid, at least up to homotopy. Here we
see a deeper explanation, then, of why our usual notion of weak equivalence of
simplicial sets cannot recover enough information about categories from their
nerves to know whether a 1-simplex came from an isomorphism or not.

How can we characterize simplicial sets of categories that are not necessarily
groupoids? Let us return to the argument used in the sketch of the proof of
Proposition 3.2.3. The fact that G was a groupoid was needed to get lifts along
V[2, k] → Δ[2] when k = 0 and k = 2, but not for k = 1. Considering higher
values of n, we distinguish between inner horns V[n, k], where 0 < k < n, and
outer horns, where k = 0 or k = n. Then a unique lift exists in any diagram

V[n, k] nerve(C)

Δ[n]
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for 0 ≤ k ≤ n if C is a groupoid but only for 0 < k < n if C is a category which
is not necessarily a groupoid.

So, it seems that we want to consider simplicial sets which look like nerves
of categories up to homotopy, in the same sense that Kan complexes can be
thought of as groupoids up to homotopy. Thus, we make the following defini-
tion, first made by Boardman and Vogt [36].

Definition 3.2.5 A simplicial set K is an inner Kan complex or a quasi-
category if a lift exists in any diagram

V[n, k] K

Δ[n]

for 0 < k < n.

Proposition 3.2.6 A quasi-category is the nerve of a category if and only if
the lifts in Definition 3.2.5 are all unique.

What if we had another model structure on the category of simplicial sets
where the fibrant objects were the quasi-categories? Then we would expect
fewer morphisms to be weak equivalences, and nerves of categories would be
fibrant. There is such a model structure which we discuss in Chapter 7. Since
quasi-categories look like nerves of categories up to homotopy, it is sensible to
think that they should model categories up to homotopy, or (∞, 1)-categories.

Remark 3.2.7 We have chosen here to modify the weak equivalences in the
category of simplicial sets, leading to the definition of quasi-categories. One
could also change the notion of weak equivalence of categories, so that two cat-
egories are weakly equivalent if and only if their nerves are equivalent. Such
a notion of weak equivalences was given by Thomason, and indeed he proved
that there is a model structure on the category of small categories with these
weak equivalences, and it is Quillen equivalent to the standard model struc-
ture on the category of simplicial sets, where the weak equivalences are the
equivalences of categories [114].

3.3 Classifying Diagrams

We now turn to our second approach, namely, changing the nerve construction.
The idea is to distinguish information about invertible morphisms from the rest
of the morphisms of a category. The following definition is due to Rezk.
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Definition 3.3.1 [103, 3.5] The classifying diagram NC of a category C is
the simplicial space defined by

(NC)n = nerve(iso(C[n])),

where C[n] denotes the category of functors [n]→ C whose objects are length-
n chains of composable morphisms in C, and where iso denotes the maximal
subgroupoid functor.

How does this definition help distinguish isomorphisms? When n = 0,
(NC)0 = nerve(iso(C)) is the nerve of the maximal subgroupoid of C. In par-
ticular, this simplicial set only detects information about isomorphisms in C.
When n = 1, we have (NC)1 = nerve(iso(C[1])). The objects of iso(C[1]) are
morphisms in C, and the morphisms of iso(C[1]) are given by commutative
squares

· ·

· · .
� �

More generally, (NC)n,m is the set of diagrams of the form

· · · · · ·

· · · · · ·

...
...

. . .
...

· · · · · ·

� � �

� � �

� � �

where there are n horizontal arrows in each row and m vertical arrows in each
column.

If C = G is a group, then applying this classifying diagram construction
results in a simplicial space which is equivalent to the constant simplicial space
consisting of the nerve of G at each level. In particular, since all morphisms are
invertible, we obtain essentially no new information at level 1 that we did not
have already at level 0. We illustrate with a basic example. For simplicity, in
this section we denote the nerve of a group G by BG.

Example 3.3.2 Let G = Z/2. Then (NG)0 is just BZ/2. The simplicial set
(NG)1 has two 0-simplices, given by the two elements of G. However, these
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two objects of G[1] are isomorphic, and the automorphism group of either one
of them is Z/2. Thus, (NG)1 is also equivalent to BZ/2.

If C is a groupoid with more than one object but only one isomorphism class
of objects, then all objects of C have isomorphic automorphism groups. We de-
note the automorphism group of an object x in C by Aut(x). If we apply the
classifying diagram construction, we obtain a simplicial space weakly equiv-
alent to the constant simplicial space consisting of B Aut(x) at each level, for
any representative object x.

If the groupoid C has more than one isomorphism class 〈x〉, then its classify-
ing diagram is weakly equivalent to the constant simplicial space

∐
〈x〉 B Aut(x).

We now turn to the case of a more general category C. Since in the classi-
fying diagram NC, the simplicial set (NC)0 picks out the isomorphisms of C
only, we still obtain

∐
〈x〉 B Aut(x) at level 0. However, if C is not a groupoid,

then there is new information at level 1. It instead looks like∐
〈x〉,〈y〉

∐
〈α : x→y〉

B Aut(α)

where α ranges over the isomorphism classes of elements of Hom(x, y).
We give a more detailed treatment of these simplicial spaces in Theorem

9.4.1.
Let us return to the categories whose nerves we compared in Examples 3.1.4

and 3.1.5.

Example 3.3.3 Consider the category [1] = (• → •). If {e} denotes the
trivial group, then (N[1])0 � B{e} � B{e} and (N[1])1 � B{e} � B{e} � B{e}.
In particular, N[1] is not levelwise equivalent to the classifying diagram of
the category [0] = (•), which would be the constant simplicial space B{e}.
Thus, we can see that the classifying diagram is more refined than the nerve in
distinguishing between these two categories.

Now recall the category I with two objects and a single isomorphism be-
tween them. Then (NI)0 has the homotopy type of two points and (NI)1 has
the homotopy type of three points. In particular, the two spaces are not the
same, and therefore the simplicial space NI is not levelwise equivalent to N[1].
Therefore we see that the classifying diagram distinguishes between [1] and I,
since it distinguishes the morphism of [1] which is not an isomorphism.

In fact, we have the following more general result.

Proposition 3.3.4 A functor F : C → D is an equivalence of categories if
and only if the induced map of classifying diagrams N(F) : N(C)→ N(D) is a
levelwise weak equivalence of simplicial sets.
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Proof Since each category iso(C[n]) is a groupoid, we can apply Proposition
3.1.6 to see that each N(F)n : N(C)n → N(D)n is a weak equivalence if and
only if each functor F[n] : C[n] → D[n] is an equivalence of categories. One can
check that each F[n] is an equivalence of categories if and only if F is. �

We have several nice facts about classifying diagrams of categories.

1 The simplicial sets (NC)n are determined by (NC)0 and (NC)1, in that

(NC)n � (NC)1 ×(NC)0 · · · ×(NC)0 (NC)1︸��������������������������������︷︷��������������������������������︸
n

.

This property essentially arises from the composition of morphisms in C.

2 The subspace of (NC)1 arising from isomorphisms in C is weakly equivalent
to (NC)0. We can see this fact more precisely by comparing the classifying
diagrams of C and of iso(C). Consider the diagram of simplicial sets

N iso(C)1 NC1

N iso(C)0 NC0.

i

s0 �

=

s0

The left vertical morphism is a weak equivalence, since iso(C) is a groupoid,
and thus, since i is an inclusion, we have a weak equivalence s0(NC0) �
i(N iso(C)1). In other words, the difference between NC0 and NC1 consists
entirely of information about nonisomorphisms in C.

3 The simplicial set (NC)∗,0 is exactly nerve(C).

If we weaken the first property, then we get a homotopical version of a cat-
egory. Allowing the isomorphism in (1) to be a weak equivalence leads to the
definition of a Segal space. Imposing a weak equivalence as in (2) leads to the
definition of a complete Segal space. We look in more detail at this structure in
Chapter 5.

But what about the third fact? Since the simplicial set (NC)∗,0 is just the
nerve of C, it is, in particular, a quasi-category. This property will continue to
hold for more general complete Segal spaces, as we shall see in Chapter 7.

3.4 Higher Categories

We now consider some motivating questions from a categorical perspective.
Let us begin with the idea of higher categories.
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The structure of a category, as we have seen, consists of objects and mor-
phisms between them, satisfying some compatibility conditions. However,
many examples within mathematics have further structure, in that morphisms
themselves have some kind of functions between them. One can depict such a
2-morphism as follows:

· · .

This kind of data can be assembled into a 2-category, consisting of objects, 1-
morphisms between objects, and 2-morphisms between 1-morphisms. One can
imagine inductively continuing this process of considering n-morphisms be-
tween (n−1)-morphisms with common source and target to obtain n-categories
for any n ≥ 1, or even adding arbitrarily high n-morphisms to obtain an ∞-
category.

But one can ask also what structure these higher morphisms possess. We
should be able to compose morphisms at any level, and there should be an
identity n-morphism from an (n−1)-morphism to itself. If we want composition
to be defined strictly, and identities to possess the properties that we expect
from ordinary categories, then we can describe n-categories concretely in terms
of enriched categories, as given in Definition 1.1.40.

Definition 3.4.1 A (strict) n-category is a category enriched in (strict) (n−1)-
categories.

Let us look at the case of 2-categories. Using this definition, a 2-category
should be a category enriched in categories. Therefore, it should have objects,
and for any two objects x and y, Hom(x, y) should form a category. The ob-
jects of Hom(x, y) can be regarded as the 1-morphisms, and the morphisms of
Hom(x, y) are the 2-morphisms.

Example 3.4.2 There is a 2-category consisting of categories, functors, and
natural transformations. The objects are all categories, and the 1-morphisms
are the functors between them. We could stop here, at least if the categories
were assumed to be small, and get the ordinary category Cat. We could, how-
ever, include natural transformations of functors as 2-morphisms and define a
2-category of categories, even without the smallness restriction. Observe that
we can think of this 2-category as a category enriched in Cat as follows. Given
categories C and D, there is a category DC whose objects are the functors
C → D and whose morphisms are the natural transformations between those
functors.

Unfortunately, many examples of n-categories that arise in mathematics are
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not strict in the sense described above. Often the higher structure, such as
associativity of higher morphisms, only holds up to isomorphism, and these
isomorphisms must satisfy some coherence conditions. These structures are
called weak n-categories. In low dimensions, it is possible to write down all
these conditions; weak 2-categories (or bicategories) are well-understood [22],
as are weak 3-categories (or tricategories) [63, 64], but even at this level the
coherence conditions become unwieldy.

There have been many proposed definitions of what a weak n-category for
general n, or even a weak∞-category, should be. These definitions use a variety
of methods: some are defined via operads [15, 75, 83, 84], others from simpli-
cial objects [65, 111, 113, 117], and others via opetopes [8, 41, 42, 67, 77] or
blobs [95]; for a survey see Leinster [85]. Unfortunately, establishing relation-
ships between these definitions, in particular equivalences, has proved to be
very difficult.

However, there are properties that any good definition of higher categories
is expected to possess. A weak n-category should still be, even if in some weak
sense, a category enriched in (n−1)-categories. In the special case of groupoids,
a weak n-groupoid should be a model for homotopy n-types of spaces. This
idea has been explored from many perspectives; for example, see [34, 38, 39,
44, 86, 96, 98, 110].

It is from this second desired property that the notion of homotopical higher
categories arises. A weak ∞-groupoid should just be a topological space. So,
one starting point is to take this principle as a definition; see [2] or [89].

Definition 3.4.3 A weak ∞-groupoid is a topological space.

Let us consider further what a weak ∞-groupoid should be. It should have
objects, n-morphisms for any n ≥ 1, and all those morphisms at all levels
should be weakly invertible. If we look at a topological space, we can see this
kind of structure arising naturally. The points of the space are objects, and
the 1-morphisms between objects are paths between them. While paths are
not strictly invertible (in fact, composition of paths is not even strictly asso-
ciative), they are invertible up to homotopy, via the reverse path. If we define
2-morphisms to be the endpoint-preserving homotopies between paths, then,
again, these homotopies are invertible up to some 3-morphism, or homotopy
between homotopies. Iterating this process, we get arbitrarily high homotopies
between homotopies, all of which are weakly invertible. Indeed, we have de-
scribed here the fundamental ∞-groupoid of a topological space, generalizing
the fundamental groupoid.

We should comment here that we have chosen one particular approach,
but it is not the only one. Many authors take a different definition of weak
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3.4 Higher Categories 77

∞-groupoid and try to prove an equivalence with topological spaces [34, 38,
44, 96]. In this context, what we have stated as a definition is known as the
homotopy hypothesis, and is one desired property of any good theory of higher
categories.

Many of these structures can be investigated from the viewpoint of ho-
motopy theory, in particular considering such structures in the framework of
model categories. Although we will not investigate this direction here, we refer
the reader to [3, 40, 78, 79, 80, 81, 102, 117].

It is still harder to describe exactly what the structure of a weak∞-category
should be. In principle, however, a weak∞-category could have all morphisms
at some level invertible, but possibly noninvertible morphisms at another level.

Definition 3.4.4 For any n ≥ 0, an (∞, n)-category is a weak ∞-category
such that all k-morphisms are invertible for k > n.

Thus, an (∞, 0)-category is precisely a weak ∞-groupoid. But for higher
values of n, it is perhaps less clear how to model this structure with a precise
mathematical object. It is our goal in this book to look at the multiple ways
to model (∞, 1)-categories. While these structures are not simple, and possess
much subtlety, they are all known to be equivalent to one another. Even more
general (∞, n)-categories, while more complicated than the case when n = 1,
are more tractable than their nonhomotopical counterparts; see [12, 13, 32, 33,
70, 97, 102].

We begin our investigation of (∞, 1)-categories by applying our original
principle for higher categories, that they should be some kind of enriched cat-
egory. In particular, they should be categories enriched in (∞, 0)-categories.

Definition 3.4.5 An (∞, 1)-category is a category enriched in topological
spaces.

This definition is in fact quite precise. However, one might want to consider
variations on it. Firstly, we would like to work instead with categories enriched
in simplicial sets. Since simplicial sets have an equivalent homotopy theory to
that of topological spaces, this change is not too difficult. The motivation for
still more models comes down to a problem of realization: many examples sim-
ply do not have the fairly rigid structure of an enriched category. As for weak
n-categories, associativity is often not defined as strictly as would be neces-
sary, for instance. Thus, we need more models where the structure is defined
less strictly. Yet, as we will see, these models are equivalent to simplicially
enriched categories.
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3.5 Homotopy Theories

While we saw how simplicial categories arise from a categorical viewpoint in
the previous section, here we consider their motivation from the perspective of
homotopy theory.

Recall from Section 1.2 that a categoryM with weak equivalencesW gives
rise to M[W−1], its localization with respect to the class W of weak equiv-
alences. If M is a model category, this localization is given by its homotopy
category Ho(M). The difficulty with this construction is that localization does
not preserve limits and colimits fromM. For example, consider the pullback
diagram in T op:

S 0 S 1

∗ S 1.

×2

The diagram

HomHo(T op)(D2, S 0) HomHo(T op)(D2, S 1)

HomHo(T op)(D2, ∗) HomHo(T op)(D2, S 1)

×2

is not a pullback, since the set in the upper left-hand corner consists of two
points, whereas all other sets in the diagram consist of a single point.

We want to correct this construction so that it does respect pullbacks, via
taking mapping spaces MapM(−,−) in the original category instead of mor-
phism sets HomHo(M)(−,−) in the homotopy category. For the above example,
we get a diagram of simplicial sets

MapT op(D2, S 0) MapT op(D2, S 1)

MapT op(D2, ∗) MapT op(D2, S 1),

which is a homotopy pullback diagram of spaces. Taking homotopy classes
gives the previous diagram of morphism sets, but these sets (other than the one
in the top left-hand corner) form the beginning of a long exact sequence rather
than a pullback.

So, how do we define these mapping spaces in a general setting? In the case
whereM is a simplicial model category, these mapping spaces are part of the
data. In Section 2.4, we mentioned that they can be defined more generally;
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in this section we look at one approach to doing so. The process is called
simplicial localization and there are two primary methods. In each case, the
output is a simplicial category in the sense of Definition 2.4.1.

The first construction is obtained by iterating a free category construction.
We begin with the necessary definitions.

Definition 3.5.1 [57, 2.4] Let C be a category. The free category on C is the
category FC whose objects are the same as those of C and whose morphisms
are freely generated by the nonidentity morphisms of C.

We can think of taking the free category on a given category as given by a
forgetful-free adjoint pair. There is a forgetful functor from the category Cat
of small categories to the category of small directed graphs (with identities),
where one forgets the composition structure. The left adjoint to this functor is
given by taking the free category on a directed graph, obtained by freely ad-
joining composites of nonidentity arrows in a directed graph to get a category.

Observe that there are natural functors ϕ : FC → C, which take any gener-
ating morphism Fc of FC to the morphism c in C from which it was defined,
and ψ : FC → F2C, defined by taking a generating morphism Fc of FC to the
generating morphism F(Fc) of F2C.

Definition 3.5.2 [57, 2.5] Let C be a category. The standard simplicial
resolution of C is the simplicial category F∗C (thought of here as a simpli-
cial object in Cat) which in degree k is the category Fk+1C. Each face map
di : Fk+1C → FkC is given by the composite functor FiϕFk−i, and each degen-
eracy map si : Fk+1C → Fk+2C is given by the composite functor FiψFk−i.

Observe that we are treating F∗C as a simplicial object inCat, as discussed in
Remark 2.4.2. However, since the free category construction does not change
the objects, it is in fact a category enriched in simplicial sets, or a simplicial
category in the sense we want to consider.

We use this definition to define the simplicial localization of a category with
weak equivalences (M,W).

Definition 3.5.3 [57, 4.1] The simplicial localization ofMwith respect toW
is the localization (F∗W)−1(F∗M), given by levelwise localization of simpli-
cial categories. This simplicial localization is denoted by L(M,W) or simply
LM.

We can recover an ordinary category from a simplicial category via the fol-
lowing construction.
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80 Topological and Categorical Motivation

Definition 3.5.4 Let S be a simplicial category. Its category of components
is the category π0S with ob(π0S) = ob(S) and, for any objects x and y,

Homπ0S(x, y) = π0 MapS(x, y).

The following result shows that the simplicial localization of a category with
weak equivalences is a higher-order version of its homotopy category.

Theorem 3.5.5 [57, 4.2] Let (M,W) be a category with weak equivalences.
There is an equivalence of categories

π0L(M,W) � M[W−1].

This simplicial localization functor satisfies a universal property similar to
that of the homotopy category; given a simplicial category D and a functor
T : (M,W)→ D, such that T (w) is a weak equivalence for every w inW, then
there exists a unique simplicial functor L(M,W) → D making the following
diagram commute:

(M,W) L(M,W)

D.

The advantage of this construction for the simplicial localization is that it
is easy to describe. However, it suffers from the same problem as ordinary
localization of categories with weak equivalences, in that the result can be a
category with proper classes of morphisms in each simplicial degree between
a fixed pair of objects.

To remedy this difficulty, there is another method for obtaining a simplicial
category arising from a category with weak equivalences, also first constructed
by Dwyer and Kan [56].

Definition 3.5.6 [56, 3.1] Let (M,W) be a category with weak equivalences.
The hammock localization of M with respect toW, denoted by LH(M,W),
or simply LHM, is the simplicial category defined as follows.

1 The simplicial category LHM has the same objects asM.

2 Given objects X and Y of M, the simplicial set MapLHM(X,Y) has as k-
simplices the reduced hammocks of width k and any length between X and
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Y , or commutative diagrams of the form

C0,1 C0,2 · · · C0,n−1

C1,1 C1,2 · · · C1,n−1

X
...

...
... Y,

Ck,1 Ck,2 · · · Ck,n−1

in which

(i) the length of the hammock is any integer n ≥ 0,

(ii) the vertical maps are all inW,

(iii) in each column all the horizontal maps go in the same direction, and if
they go to the left, then they are inW,

(iv) the maps in adjacent columns go in opposite directions, and

(v) no column contains only identity maps.

The description of the hammock localization can be greatly simplified if
(M,W) has a model structure. In this case, Dwyer and Kan prove that it suf-
fices to consider hammocks of length 3 such as the following [53, §8]:

X C0,1
��� ��C0,2 Y

��� .

In particular, in the case of a model category, the set-theoretic difficulties of
the simplicial localization can be avoided by using the hammock localization
instead.

We would like to know that these two notions of simplicial localization are
equivalent, in some natural sense. But what should equivalences of simplicial
categories be? We consider the following definition which nicely generalizes
the definition of equivalence of categories.

Definition 3.5.7 [55, 1.3] Let F : C → D be a simplicial functor between
simplicial categories. Then F is a Dwyer–Kan equivalence if

(W1) for every x, y ∈ ob(C), MapC(x, y) → MapD(Fx, Fy) is a weak equiva-
lence of simplicial sets, and

(W2) the induced functor π0C → π0D is an equivalence of categories.
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82 Topological and Categorical Motivation

Remark 3.5.8 Observe that, in the presence of the first condition, the second
condition is equivalent to the functor π0C → π0D being essentially surjective.

Now we have the following comparison result.

Proposition 3.5.9 [53, 2.2] For a given model category M, the simplicial
categories LM and LHM are Dwyer–Kan equivalent.

In fact, ifM is a simplicial category, in particular, if it is a simplicial model
category, then we recover this simplicial structure from the hammock localiza-
tion (and hence also by the simplicial localization).

Proposition 3.5.10 [56, 4.8] If M is a simplicial model category, then the
map of simplicial categoriesM→ LHM is a Dwyer–Kan equivalence.

Thus, every model category, and more generally, any category with weak
equivalences, gives rise to a simplicial category in a natural way given by ei-
ther of these two constructions. Perhaps more surprisingly, we also have the
following converse statement.

Proposition 3.5.11 [55, 2.5] Up to Dwyer–Kan equivalence, any simplicial
category can be obtained as the simplicial localization of some category with
weak equivalences.

If the basic data of a “homotopy theory” is a category together with a choice
of weak equivalences, we can regard simplicial categories as modeling homo-
topy theories. But then simplicial categories themselves, together with Dwyer–
Kan equivalences between them, themselves form a homotopy theory. Thus,
the homotopy theory of simplicial categories can be regarded as the “homotopy
theory of homotopy theories”. Indeed, combining the ideas of the previous sec-
tions, we can see that (∞, 1)-categories, which we defined from a categorical
perspective, equally describe the structure of a homotopy theory.
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Simplicial Categories

In this chapter, we develop the homotopy theory of our first model for (∞, 1)-
categories, that of simplicial categories. Observe that one could analogously
also work with topological categories, and their homotopy theory was devel-
oped explicitly by Ilias [72].

Our goal in this chapter is to show that there is a model structure on the
category of small simplicial categories.

4.1 The Category of Small Simplicial Categories

Recall that a simplicial category is a category enriched in simplicial sets, or a
category such that, for any objects x and y, there is a simplicial set Map(x, y)
of morphisms from x to y. A simplicial functor F : C → D is a functor such
that, for any objects x and y of C, there is an induced morphism of simplicial
sets Map(x, y)→ Map(Fx, Fy).

We begin by proving that the first three axioms for a model structure are
satisfied.

Proposition 4.1.1 The category SC has all finite limits and colimits, and its
class of weak equivalences is closed under retracts and satisfies the two-out-
of-three property.

Proof One can show that the category of all simplicial categories has all co-
products and all coequalizers, and therefore all finite colimits, and all products
and equalizers, and therefore all finite limits, by Proposition 1.1.28. To prove
the existence of coequalizers, for example, we use the existence of coequaliz-
ers for sets (for the objects) and simplicial sets (for the morphisms). The two
properties for the class of weak equivalences are left as an exercise but are not
difficult to check. �
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84 Simplicial Categories

While we ultimately want to consider the category SC of all small simplicial
categories and all simplicial functors between them, we begin with subcate-
gories whose objects have a fixed set of objects and whose morphisms are the
identity on this object set.

4.2 Fixed-Object Simplicial Categories

Given a set O, we denote by SCO the category whose objects are simplicial
categories with object set O and functors preserving this object set. As a first
step in obtaining a model structure on the category of all small simplicial cat-
egories, we first establish model structures in this more restricted setting.

The first step is to show that the category SCO has the necessary limits and
colimits. We know the category of all small simplicial categories has all small
limits and all small colimits. However, in general, taking limits and colimits
in SC does not preserve the object set. For example, suppose C and D are
both simplicial categories with two objects. Then their product is a simplicial
category with four objects. Thus, we need to show that a modification which
does preserve the object set still retains the necessary universal property.

Proposition 4.2.1 The category SCO has all small limits and all small col-
imits.

Proof Let X : D → SCO be a small diagram of simplicial categories with
fixed object set O. Let us first consider the colimit colimD X. Regard O as a
discrete simplicial category with no nonidentity morphisms, and likewise for
the set ob(colimD X). Take the pushout in the diagram

O fold← ob(colimD X)→ colimD X

and denote it by colimOD X. Then one can check that this simplicial category
has object set O and satisfies the necessary universal property to be the colimit
of X in the category SCO.

For limits, let limOD X be the full simplicial subcategory of limD X whose
objects are in the image of the diagonal map O → limD X. Again, one can
check that this simplicial category can be regarded as having object set O and
satisfies the necessary universal property. �

Recall from Definition 3.5.1 the definition of a free category. Given any two
categories C andDwith the same object setO, their free product is the category
C ∗ D whose morphisms are given by words of composable morphisms in C
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4.2 Fixed-Object Simplicial Categories 85

andD, where composable is taken to mean having compatibility of source and
target objects.

In the following definition, we again find it useful to regard a simplicial
category as a simplicial object, here in the category of small categories with
fixed object set O.

Definition 4.2.2 A functor f : C → D in SCO is a free map if:

1 the map f is a monomorphism on mapping spaces;

2 in each degree k, the categoryDk can be written as a free product f (Ck)∗Fk,
where Fk is a free category; and

3 for any k ≥ 0, all degeneracies of generators of the free category Fk are
generators of Fk+1.

Observe that, if C is the initial object of SCO, the category with object set
O and only identity morphisms, then f is a free map if and only if D is a free
category.

Definition 4.2.3 [57, 7.5] A functor f : C → D between simplicial categories
is a strong retract of a map f ′ : C → D′ if there exists a commutative diagram

C

D′

D D.

f f

f ′

id

With these definitions, we can describe the model structure on SCO.

Theorem 4.2.4 [57, 7.2, 7.3, 7.6] There is a proper simplicial model struc-
ture on the category SCO, where

1 weak equivalences are the simplicial functors f : C → D such that, for any
objects x and y of C, the induced map MapC(x, y) → MapD( f x, f y) is a
weak equivalence of simplicial sets;

2 fibrations are the simplicial functors f : C → D such that, for any objects x
and y of C, the induced map MapC(x, y) → MapD( f x, f y) is a fibration of
simplicial sets; and

3 cofibrations are the simplicial functors which are strong retracts of free
maps.
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86 Simplicial Categories

Observe that the weak equivalences here are substantially simpler than more
general Dwyer–Kan equivalences of simplicial categories. Because the objects
are assumed to be fixed, we need only compare mapping spaces to understand
whether two simplicial categories are weakly equivalent in this setting.

Example 4.2.5 If O = {x}, then we recover the classical model structure on
simplicial monoids, first proved by Quillen [100, II.3].

We use the following example frequently in what follows.

Example 4.2.6 Suppose that O = {x, y}. Then SC{x,y} is the category of all
simplicial categories with two objects, and morphisms which preserve those
objects.

Let C be an ordinary category, regarded as a discrete simplicial category.
In general, C is not cofibrant in SCO. A cofibrant replacement of C can be
obtained as follows. Treating C as a simplicial object in Cat, first take a sim-
plicial resolution at each level Ck as in Definition 3.5.2 to obtain a bisimplicial
category F∗C. Applying a diagonal functor, as used in [57, 6.1], results in a
simplicial category which is cofibrant.

4.3 The Model Structure

Now, we would like to consider all small simplicial categories as the objects
of a model category. In particular, we no longer want to require simplicial
functors to preserve the objects.

We first need some definitions. Given a simplicial set K, define the sim-
plicial category UK to have objects x and y and morphism spaces defined as
MapUK(x, x) = MapUK(y, y) = {id}, MapUK(x, y) = K, and MapUK(y, x) = ∅.
Observe that this construction defines a functor U : SSets→ SC.

We also need the following notion of what it means for a morphism in a
simplicial category to be an equivalence.

Definition 4.3.1 A morphism e : x→ y in a simplicial category C is a homo-
topy equivalence if its image in π0(C) is an isomorphism.

Now we are able to describe the model structure on the category of small
simplicial categories.

Theorem 4.3.2 [27, 1.1] There is a cofibrantly generated model structure
SC on the category of small simplicial categories in which

1 the weak equivalences are the Dwyer–Kan equivalences, and
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2 the fibrations are the maps f : C → D satisfying the following two condi-
tions:
(F1) for any objects a1 and a2 in C, the map

MapC(a1, a2)→ MapD( f a1, f a2)

is a fibration of simplicial sets, and
(F2) for any object a1 in C, b inD, and homotopy equivalence e : f a1 → b

inD, there is an object a2 in C and homotopy equivalence d : a1 → a2

in C such that f d = e.

A set of generating cofibrations consists of

(C1) the maps U∂Δ[n]→ UΔ[n] for n ≥ 0, and
(C2) the map ∅ → {x}, where ∅ is the empty simplicial category and {x}

denotes the simplicial category with one object x and no nonidentity
morphisms.

A set of generating acyclic cofibrations consists of

(A1) the maps UV[n, k]→ UΔ[n] for n ≥ 1, and
(A2) inclusion maps {x} → H which are Dwyer–Kan equivalences, where {x}

is as in (C2) and {H} is a set of representatives for the isomorphism
classes of simplicial categories with two objects x and y, weakly con-
tractible mapping spaces, and only countably many simplices in each
mapping space. Furthermore, we require that the inclusion map {x} �
{y} → H be a cofibration in SC{x,y}.

We prove this theorem in the next section, after first establishing a number
of preliminary results. We conclude this section with a few comments about
the statement of the theorem.

It follows from the definition of Dwyer–Kan equivalence that the functor
{x} → π0H is an equivalence of categories. In particular, all 0-simplices of the
mapping spaces ofH are homotopy equivalences.

The idea behind the set (A2) of generating acyclic cofibrations is the fact that
two simplicial categories can have a weak equivalence between them which is
not a bijection on objects, much as two categories can be equivalent even if
they do not have the same objects. We only require that our weak equivalences
be surjective on equivalence classes of objects. Thus, we must consider acyclic
cofibrations for which the object sets are not isomorphic. The requirement that
there be only countably many simplices is included so that we have a set rather
than a proper class of such maps.

The purpose of the map in (C2) is to encode the idea that the inclusion of a
category into another category with one more object should be a cofibration.
Again, this situation does not arise in the fixed-object situation but is important
when we allow object sets to vary.
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4.4 Proof of the Existence of the Model Structure

In this section we give the main steps of the proof of the existence of the model
category SC. We first verify lifting conditions involving the proposed sets of
generating cofibrations and generating acyclic cofibrations.

Applying the functor U : SSets → SC to each of the generating acyclic
cofibrations for SSets, we obtain exactly the set (A1) of maps UV[n, k] →
UΔ[n] for n ≥ 1 and 0 ≤ k ≤ n. Thus, we can see that a map of simplicial
categories has the right lifting property with respect to the maps in (A1) if and
only if it satisfies the property (F1).

Remark 4.4.1 Some technicalities aside, essentially what we have just ar-
gued is that (A1) is a set of generating acyclic cofibrations for the fixed-object
model category SCO. Similarly, (C1) is a set of generating cofibrations for
SCO. The arguments that follow illustrate the additional complications of in-
cluding the maps in (A2) to the generating set of acyclic cofibrations.

We want to show that maps with the right lifting property with respect to the
maps in both (A1) and (A2) are precisely the maps which satisfy conditions
(F1) and (F2).

Proposition 4.4.2 [27, 2.3] Suppose that a map f : C → D of simplicial
categories has the right lifting property with respect to the maps in (A1) and
(A2). Then f satisfies condition (F2).

The proof uses the following technical lemma, whose proof can be found in
[27, §4].

Lemma 4.4.3 [27, 2.4] Let F be the simplicial category with object set {x, y}
and one nonidentity morphism g : x→ y. Let E′ be any simplicial category with
the same object set {x, y}, and suppose i : F → E′ is a functor which takes g to
a homotopy equivalence in HomE′ (x, y). Then the map i can be factored as a
composite F → H → E′ in such a way that the composite map {x} → F → H
is isomorphic to a map in (A2).

Proof of Proposition 4.4.2 Suppose f : C → D has the right lifting property
with respect to maps in (A1) and (A2). Let e : x → y be a homotopy equiva-
lence inD such that x = f a for some object a of C. We need to find a homotopy
equivalence d : a→ b in C such that f d = e.

We first consider the case where x � y. Let E′ be the full simplicial sub-
category of D with objects x and y, and let F be a simplicial category with
objects x and y and a single nonidentity morphism g : a → b, as in Lemma
4.4.3. Suppose that i : F → E′ is the identity map on objects and sends g to a
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4.4 Proof of the Existence of the Model Structure 89

homotopy equivalence e : a → b. By Lemma 4.4.3, we can factor this map as
F → H → E′ in such a way that the composite {x} → F → H is isomorphic
to a map in (A2).

It follows that the composite {a} → {x} → H is also isomorphic to a map in
(A2). Then consider the compositeH → E′ → D, where the functor E′ → D
is the inclusion. These functors fit into a commutative diagram

{a} C

H D.

f

The dotted arrow lift exists because we have assumed that the map f : C → D
has the right lifting property with respect to all maps in (A2). Now, composing
the map F → H with the lift sends the map g in F to a map d in C such that
f d = e. Since all the morphisms ofH are homotopy equivalences, their images
in C must also be homotopy equivalences; in particular, d must be a homotopy
equivalence. Thus, f satisfies condition (F2) in the case when x � y.

Now suppose that x = y. Define E′ to be the simplicial category with two
objects x and x′ such that each mapping space of E′ is given by the simplicial
set HomD(x, x) and composition is defined as inD. Consider the map E′ → D
which sends both objects of E′ to x in D and is the identity on all mapping
spaces. Using this simplicial category E′, the argument proceeds as above. �

We now consider the converse direction, that fibrations have the right lifting
property with respect to the maps in (A1) and (A2). As we already know fibra-
tions have the right lifting property with respect to maps in (A1), it suffices to
prove the following proposition.

Proposition 4.4.4 [27, 2.5] Suppose f : C → D is a map of simplicial cat-
egories which satisfies properties (F1) and (F2). Then f has the right lifting
property with respect to the maps in (A2).

Proof Suppose f : C → D satisfies (F1) and (F2). We need to show that there
exists a lift in any diagram of the form

{x} C

H D

f

where {x} → H is a map in (A2).
Let g : x → y be a homotopy equivalence in H . Let F denote the sub-

category of H consisting of the objects x and y with g its only nonidentity
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morphism. Consider the composite {x} → F → H and the resulting diagram

{x} C

F

H D.

Because the functor F → D factors through H , which consists of homotopy
equivalences, the image of g in D is a homotopy equivalence. Thus, the ex-
istence of the lift in the above diagram follows from the fact that f satisfies
(F2).

Now, we need to show that the rest of H lifts to C. For simplicity, let us
denote also by x and y the images of the objects x and y of H in D; and
also by x the image of x in C. We begin by assuming that x � y in D. Let e
be the image of g in D, which is necessarily a homotopy equivalence. Since
f satisfies (F2), there is a homotopy equivalence d : x → z in C such that
f d = e, and since x � y in D, we must also have x � z in C. Consider the
full simplicial subcategory of C with objects x and z, and denote by C′ the
isomorphic simplicial category with objects x and y. Let D′ be the simplicial
subcategory of D with objects x and y. Now, we can consider H , C′, and D′
as objects in the category SC{x,y} of simplicial categories with fixed object set
{x, y}. Note that the functor C′ → D′ is a fibration in SC{x,y}. Now define E to
be the pullback in the diagram

E C′

H D′.

Then the functor E → H is also a fibration in SC{x,y} by Proposition 1.4.11.
By Lemma 4.4.3, we can factor F → E as the composite F → H′ → E

for some simplicial category H′ such that the composite {x} → F → H′ is
isomorphic to a functor in (A2). Then, the compositeH′ → E → H is a weak
equivalence in SC{x,y} since it is the identity on objects and all the mapping
spaces ofH andH′ are weakly contractible.
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Now, we can assemble these functors into a commutative diagram

F E

H′ H D�

in which the dotted arrow lift exists by Lemma 1.4.12.
If x = y in D, then D′ (and possibly C′) as defined above only has one

object x. In this case, define the simplicial category D′′ with two objects x
and y such that each mapping space is the simplicial set MapD′ (x, x) (as in the
proof of Proposition 4.4.2). We can then factor H → D′ through the object
D′′, whereD′′ → D sends both objects ofD′′ to a inD and is the identity on
each mapping space. If C′ also has one object, then we construct a simplicial
category C′′ analogously. We can repeat the argument above in the left-hand
square of the diagram

F C′′ C′

H D′′ D′

to obtain a liftH → C′′, and hence a liftH → C′ via composition. �

We now consider the sets (C1) and (C2). Suppose a functor f : C → D is a
fibration and a weak equivalence. Using the model structure on SSets, we can
see that a functor satisfies conditions (F1) and (W1) if and only if it has the
right lifting property with respect to the maps U∂Δ[n]→ UΔ[n] for n ≥ 0, i.e.,
those in the set (C1).

Proposition 4.4.5 [27, 3.2] A map in SC is a fibration and a weak equiva-
lence if and only if it has the right lifting property with respect to the maps in
(C1) and (C2).

Proof First suppose that f : C → D is both a fibration and a weak equiva-
lence. By conditions (F1) and (W1), MapC(a, b)→ MapD( f a, f b) is an acyclic
fibration of simplicial sets for any choice of objects a and b in C. In other
words, there is a lift in any diagram of the form

∂Δ[n] MapC(a, b)

Δ[n] MapD( f a, f b).
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However, having this lift is equivalent to having a lift in the diagram

U∂Δ[n] C

UΔ[n] D,

where we assume the objects x and y of U∂Δ[n] map to a and b in C, and
analogously the objects x and y of UΔ[n] map to f x and f y inD. Hence, f has
the right lifting property with respect to the maps in (C1).

It remains only to show that f has the right lifting property with respect
to the map ∅ → {x}. Equivalently, we need to show that f is surjective on
objects. Being surjective on homotopy equivalence classes of objects follows
from condition (W2). So suppose that e : x → y is an isomorphism in D and
there is an object a in C such that f a = x. Since e is a homotopy equivalence,
by property (F2) there is a homotopy equivalence in C with domain a and
which maps to e under f . In particular, there is an object b in C mapping to y.
Thus, f is surjective on objects.

Conversely, suppose that f has the right lifting property with respect to the
maps in (C1) and (C2). Again, using the model structure on simplicial sets, we
have that

MapC(a, b)→ MapD( f a, f b)

is both a fibration and a weak equivalence, and hence f satisfies both (F1)
and (W1). It follows that Homπ0C(a, b)→ Homπ0D( f a, f b) is an isomorphism.
As above, having the right lifting property with respect to the map ∅ → {x}
is equivalent to being surjective on objects. These two facts show then that
π0C → π0D is an equivalence of categories, establishing condition (W2).

It remains to show that f satisfies property (F2). By Proposition 4.4.2 and the
fact that satisfying (F1) is equivalent to having the right lifting property with
respect to maps in (A1), it suffices to show that f has the right lifting property
with respect to the maps in (A2). But, a map {x} → H in (A2) can be written
as a (possibly infinite) composition of pushouts along ∅ → {x} followed by
pushouts along maps of the form U∂Δ[n]→ UΔ[n], and f has the right lifting
property with respect to all such maps since they are precisely those in (C1)
and (C2). �

Proposition 4.4.6 [27, 3.3] A map in SC is an acyclic cofibration if and only
if it has the left lifting property with respect to the fibrations.

The proof requires the use of the following lemma:
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Lemma 4.4.7 [27, 3.4] LetA → B be a map in (A1) or (A2) and i : A → C
any map in SC. Then in the pushout diagram

A C

B D

i

the map C → D is a weak equivalence.

Proof First suppose that the map A → B is in (A2), so we can instead write
it as {x} → H , with x and y the objects of H . Let O be the set of objects of
C and define O′ to be the set O\{x}. (For simplicity of notation, we assume
that ix = x.) We denote also by O and O′ the respective discrete (simplicial)
categories with no nonidentity morphisms. Consider the diagram

X = O � {y} C � {y} = C′

H′ = O′ � H D

and notice that D is also the pushout of this diagram. Since X (regarded as a
set) is the object set of any of these categories, note that the left-hand vertical
arrow is a cofibration in SCX.

We factor the map X → C′ as the composite of a cofibration and an acyclic
fibration in SCX:

X C′′ C′.∼

Since SCX is proper, it follows from Proposition 1.7.4 that the pushouts of
each row in the diagram

H′ X C′

H′ X C′′

π0H′ X C′′
�

=

=

=

=

�

are weakly equivalent to one another. In particular, the pushout of the bottom
row is weakly equivalent toD. It remains to show that there is a weak equiva-
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lence of pushouts of the rows of the diagram

π0H′ X C′′

π0H′ X C′.

One can check that the pushout of this bottom row is weakly equivalent in SC
to the pushout of the diagram

π0H {x} C

and therefore that the pushout of the top row is weakly equivalent to the pushout
of the bottom row. It follows that the map C → D is a weak equivalence in
SC.

Now let us suppose that A → B is in (A1). Thus, we consider pushout
diagrams of the form

UV[n, k] C

UΔ[n] D

j

for n ≥ 1 and 0 ≤ k ≤ n. As before, take {x, y} to be the object set of UV[n, k]
and of UΔ[n], and take O to be the object set of C. Let O′′ = O\{x, y}. (Again,
for notational simplicity we assume that jx = x and jy = y.) Now we consider
the diagram

O′′ � UV[n, k] C

O′′ � UΔ[n] D

in SCO. However, since the left vertical map is a weak equivalence and assum-
ing that the top map is a cofibration (factoring if necessary as above), we can
again use the fact thatSCO is proper to show that C → D is a weak equivalence
in SCO and thus also in SC. �

Now we can bring these results together to prove that acyclic cofibrations
are exactly the maps with the left lifting property with respect to the fibrations.

Proof of Proposition 4.4.6 First suppose that a map C → D is an acyclic
cofibration. By Proposition 1.7.11, there is a factorization of the map C → D as
the composite C → C′ → D where C′ is obtained from C by a directed colimit
of iterated pushouts along the maps in (A1) and (A2). Thus, by Lemma 4.4.7
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and Proposition 1.7.6, this map C → C′ is a weak equivalence. Furthermore,
the map C′ → D has the right lifting property with respect to the maps in
(A1) and (A2). Thus, by Proposition 4.4.2, it is a fibration. It is also a weak
equivalence since the maps C → D and C → C′ are, by the two-out-of-three
property. In particular, by the definition of cofibration, it has the right lifting
property with respect to the cofibrations. Therefore, there exists a dotted arrow
lift in the diagram

C C′

D D.

∼

=

Hence the map C → D is a retract of the map C → C′ and therefore also has
the left lifting property with respect to fibrations.

Conversely, suppose that C → D has the left lifting property with respect to
fibrations. In particular, it has the left lifting property with respect to the acyclic
fibrations, so it is a cofibration by definition. We again obtain a factorization
of this functor as the composite C → C′ → D where C′ is obtained from C by
iterated pushouts of the functors in (A1) and (A2). Once again, C′ → D has
the right lifting property with respect to the functors in (A1) and (A2) and thus
is a fibration by Proposition 4.4.2. Therefore there is a lift in the diagram

C C′

D D.

∼

=

Again using Lemma 4.4.7, the map C → D is a weak equivalence because it
is a retract of C → C′. �

We have now proved everything we need for the existence of the model
category structure on SC.

Proof of Theorem 4.3.2 We show that the conditions of Theorem 1.7.15 are
satisfied. The category of small simplicial categories has all small limits and
colimits, and the weak equivalences satisfy the two-out-of-three property by
Proposition 4.1.1. It can be shown that both ∅ and {x} are small, and using
the smallness of V[n, k] and Δ[n] in SSets, it can be shown that each U∂Δ[n]
is small relative to the set (C1) and each UV[n, k] is small relative to the set
(A1). Therefore, condition (1) of that theorem holds. Propositions 4.4.2 and
4.4.4, together with what we know from the fixed-object model structure, prove
that the fibrations are precisely the J-fibrations, where J is the union of the
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maps in (A1) and (A2). Then conditions (2) and (4)(i) of Theorem 1.7.15 are
satisfied by Proposition 6.5.3, and conditions (3) and (4)(ii) (of which the latter
is unnecessary) are satisfied by Proposition 4.4.6. �

4.5 Properties of the Model Structure

Now that we have a model structure on the category of small simplicial cate-
gories, we investigate some of its additional properties.

To start, we give characterizations of the fibrant and cofibrant objects.

Proposition 4.5.1 The fibrant objects of SC are precisely the simplicial cat-
egories whose mapping spaces are all Kan complexes.

Proof Let C be a simplicial category whose mapping spaces are all Kan com-
plexes. Then, for any objects x and y of C, any n ≥ 1, and any 0 ≤ k ≤ n, a lift
exists in any diagram of the form

V[n, k] MapC(x, y)

Δ[n] .

But the existence of such lifts is equivalent to lifts in all diagrams

UV[n, k] C

UΔ[n] .

Thus, such simplicial categories are exactly those which have the lifting prop-
erty with respect to the maps in (A1).

Now we must consider the maps in (A2). But if {x} → H is a map in (A2),
then the unique sectionH → {x} gives a lift in any diagram

{x} C

H

for any C. Thus the lifting condition with respect to maps in (A2) is immediate
when we consider maps from C to a terminal object. �

Next, we give a description of the cofibrant objects, which Riehl [104]
attributes to Verity. Here, we make use of the fact that a simplicial category
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C can be regarded as a simplicial object in the category Cat of small cate-
gories, and in particular has associated categories Cn for each n ≥ 0. We start
with some preliminary definitions.

Definition 4.5.2 A morphism in a category D is atomic if it admits no non-
trivial factorizations.

Definition 4.5.3 Let C be a simplicial category. An n-arrow is a morphism
in the category Cn. Alternatively, an n-arrow f : a→ b is an element of the set
MapC(a, b)n of n-simplices of the mapping space MapC(a, b).

Recall from properties of simplicial sets that any n-arrow f of a simplicial
category C can be uniquely factored as f = f ′ ◦ α, where α : [n] → [m] is
surjective in Δ and f ′ is a nondegenerate m-arrow of C.

Definition 4.5.4 [104, 16.2.1] A simplicial computad is a simplicial category
C such that

1 each category Cn is a free category on a directed graph of atomic n-arrows,
and

2 given any surjective α : [n] → [m] in Δ and any atomic arrow f in Cm, the
n-arrow f ◦ α is atomic in Cn.

The second condition can be restated less formally as saying that degenerate
images of atomic morphisms are atomic.

Proposition 4.5.5 [104, 16.2.2] A simplicial category is cofibrant in SC if
and only if it is a simplicial computad.

Proof First, we show that simplicial computads are cellular cofibrant in SC,
in that they can be obtained by taking pushouts along the generating cofibra-
tions. Let C be a simplicial computad. Then the map ∅ → C can be obtained
as a pushout along maps ∅ → {x}, one for each object of C, and along maps
U∂Δ[n]→ UΔ[n] for each atomic n-arrow and for all n ≥ 0.

Next, we show that cellular cofibrant simplicial categories are simplicial
computads. The objects of such simplicial categories are obtained by the push-
outs along the copies of the map ∅ → {x}, and, for any n ≥ 0, the n-arrows
obtained by taking pushouts along the map U∂Δ[n] → UΔ[n] are atomic
n-arrows. One can check that the necessary properties hold for degeneracies
of atomic arrows.

Finally, we prove that simplicial computads are closed under retract. Work-
ing on each simplicial level, we begin by proving that a retract of a free cate-
gory is free. Suppose A is a retract of a free category B. Suppose we have a
composite h = g ◦ f in B. If two of the maps f , g, and h are inA, then so is the
third. By induction, it follows that any morphism ofA can be factored uniquely
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into arrows ofA which are either atomic in B (and hence also inA) or atomic
in A; in the latter case, these morphisms can be further factored into atomic
morphisms in B, but the component morphisms are not in A. Therefore, the
categoryA is also free.

Now suppose that D is a retract of a simplicial computad C. We know that
each Dn is free, but it remains to show that degenerate images of atomic n-
arrows are atomic (n+1)-arrows. If a morphism is atomic inDn and also atomic
in Cn, then its degenerate image is atomic since C is a simplicial computad. So
suppose h is the degenerate image of an atomic morphism of Dn which is not
atomic in Cn, and consider a factorization h = g◦ f inDn+1. We can also factor
h = g′ ◦ f ′ in Cn where g′ �→ g and f ′ �→ f under the retraction map. Using a
face map which is a retraction of the degeneracy map being used, either g or f
must be an identity map inDn. �

Next we turn to properness of the model category SC.

Proposition 4.5.6 [27, 3.5] The model category SC is right proper.

Proof Suppose that

A = B ×D C B

C D

f

g

h

is a pullback diagram, where g : B → D is a fibration and h : C → D is a
Dwyer–Kan equivalence. We need to show that f : A → B is a Dwyer–Kan
equivalence.

We first need to show that MapA(x, y) → MapB( f x, f y) is a weak equiva-
lence of simplicial sets for any objects x and y ofA. However, this fact follows
since the model structure on simplicial sets is right proper.

It remains to prove that π0A → π0B is an equivalence of categories. Given
that the mapping spaces are weakly equivalent, it suffices to show thatA → B
is essentially surjective on objects.

Consider an object b ofB and its image g(b) inD. Since C → D is a Dwyer–
Kan equivalence, there exists some object c of C together with a homotopy
equivalence g(b) → h(c) in D. Since B → D is a fibration, there exists an
object b′ and homotopy equivalence b→ b′ in B such that g(b′) = h(c). Using
the fact that A is a pullback, we have a homotopy equivalence b → f ((b′, c)),
completing the proof. �

The following result also holds, but its proof is substantially more difficult,
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and we do not include it here. It is proved as part of a much more general result
by Lurie [88].

Proposition 4.5.7 [88, A.3.2.4] The model structure SC is left proper.

Remark 4.5.8 Aside from the rigidity of the structure of simplicial cate-
gories, from a homotopy-theoretic point of view there are reasons to look for
equivalent models. Although, as we have just seen, the model structure SC
is proper, many of the other desirable structures on model categories are not
present. For example, the model structure SC is not cartesian, nor does it seem
to be a simplicial model category for any natural simplicial structure.

The fact that it is not cartesian can be seen via the following argument. The
discrete simplicial category [1] is cofibrant, but taking the pushout product
along two copies of the cofibration ∅ → [1] results in the map ∅ → [1] × [1].
But, using the description of the cofibrant simplicial categories above, [1]× [1]
is not cofibrant. Thus the first condition for a cartesian model category fails.

To attempt a simplicial structure, one might attempt to define C ⊗ Δ[n] to
be C × [n] or C × F∗[n], but one can check that either definition fails axiom
(MC7). As a potential remedy one could instead take C × I[n], where I[n] is
the groupoid with n + 1 objects and a single isomorphism between any two
objects, but this definition leads to problems with axiom (MC6).

4.6 Nerves of Simplicial Categories

There are two ways to consider the nerve of a simplicial category, one which
results in a simplicial space and one which results in a simplicial set. Both
are significant in defining weak versions of simplicial categories as models for
(∞, 1)-categories.

Definition 4.6.1 Let C be a simplicial category, thought of as a functor Δop →
Cat. Its simplicial nerve is the simplicial space snerve(C) defined by

snerve(C)∗,m = nerve(Cm).

Observe that, for any m ≥ 0,

snerve(C)0,m = ob(Cm) = ob(C).

In particular, the simplicial set snerve(C)0 is discrete for any simplicial cate-
gory C. Furthermore, for any n ≥ 0, the composition in C induces an isomor-
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phism

snerve(C)n � snerve(C)1 ×snerve(C)0 · · · ×snerve(C)0 snerve(C)1︸������������������������������������������������������︷︷������������������������������������������������������︸
n

.

Alternatively, we can compress the same essential information into the struc-
ture of a simplicial set. The idea here is to modify the definition of the nerve
of a category by replacing the category [n] by a free resolution as described in
Definition 3.5.2.

Definition 4.6.2 Let C be a simplicial category. Its coherent nerve is the
simplicial set Ñ(C) defined by

Ñ(C)n = HomSC(F∗[n],C)

where F∗[n] denotes the free resolution of the category [n].

These two ways to think of the nerve of a simplicial category will be im-
portant as we consider the models of Segal categories and quasi-categories,
respectively.
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Complete Segal Spaces

In this chapter we introduce our first model for an up-to-homotopy version of
simplicial categories, the complete Segal spaces first defined by Rezk [103].
We saw in Chapter 3 that one motivation for complete Segal spaces is given
by the classifying diagram, which is a refinement of the nerve construction
which separates out information about isomorphisms. Its output is a simplicial
space whose spaces in degrees zero and one determine the rest of the sim-
plicial structure, using composition in the original category. For more gen-
eral Segal spaces, we only ask that this composition structure be given up to
homotopy. Furthermore, rather than isomorphisms we instead distinguish
information about homotopy equivalences. In a complete Segal space, the space
in degree zero is weakly equivalent to the subspace of the degree one space
consisting of homotopy equivalences. A major point in understanding com-
plete Segal spaces is making sense of what these “homotopy equivalences”
should be in the context of simplicial spaces.

As we will see in all our models for (∞, 1)-categories with weak composi-
tion, in order to have a model structure we must work in a larger underlying
category; typically the homotopical properties that we require are not closed
under limits and colimits. In the case of complete Segal spaces, the underly-
ing category is that of all simplicial spaces. The model structure for complete
Segal spaces is a localization of the Reedy model structure, in such a way that
the fibrant objects are precisely the complete Segal spaces. Therefore, once we
determine what the localization should be, the existence of the model struc-
ture is automatic. What is more difficult to prove is that this model structure is
cartesian.

101
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102 Complete Segal Spaces

5.1 Segal Spaces

The idea behind Segal spaces goes back to the work of Segal on Γ-spaces and
Δ-spaces [109]. We want to have a simplicial diagram of simplicial sets such
that the spaces in degree zero (“objects”) and degree one (“morphisms”) de-
termine all other spaces in the diagram, in that the space in degree n is weakly
equivalent to a pullback of n copies of the space in degree one along the space
in degree zero. The precise weak equivalences are given by the Segal maps;
while we have mentioned these maps previously, we now give an explicit con-
struction.

In the category Δ, consider the maps αi : [1] → [n], where 0 ≤ i < n, given
by αi(0) = i and αi(1) = i + 1. Define the simplicial set

G(n) =
n−1⋃
i=0

αiΔ[1] ⊆ Δ[n].

Alternatively, we can write

G(n) = Δ[1] �Δ[0] · · · �Δ[0] Δ[1]︸�������������������������︷︷�������������������������︸
n

where the right-hand side is the colimit of representables induced by the
diagram

[1]
d0

→ [0]
d1

← · · · d0

→ [0]
d1

← [1]

in the category Δ.
Let us look at some examples for small values of n. While G(0) = Δ[0] and

G(1) = Δ[1], when n = 2, the simplicial set G(2) = Δ[1] �Δ[0] Δ[1] can be
depicted as

1

0 2.

In this case, G(2) coincides with the horn V[2, 1], but in higher dimensions
these simplicial sets continue to be strings of 1-simplices and are no longer
horns; we look further at the relationship between the two in Proposition 7.1.2.

Observe that, for any simplicial set K and any n ≥ 2, there is an isomorphism
of sets

HomSSets(G(n),K) � K1 ×K0 · · · ×K0 K1︸����������������︷︷����������������︸
n

,
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where the right-hand side is the limit of the diagram

K1
d0 ��K0 K1

d1�� d0 �� · · · K1.
d1��

However, we want to work instead in the setting of simplicial spaces. Recall
that we can regard a simplicial set K as a discrete simplicial set Kt, where each
Kt

n is the discrete simplicial set given by the set Kn. Thus let us consider the
inclusion of simplicial spaces G(n)t → Δ[n]t. Given any simplicial space W, it
induces a map of simplicial sets

Map(Δ[n]t,W)→ Map(G(n)t,W)

which can be rewritten simply as

Wn → W1 ×W0 · · · ×W0 W1︸������������������︷︷������������������︸
n

.

We call such maps Segal maps and denote them by ϕn.
As we saw at the end of the previous chapter, if W is the simplicial nerve of

a simplicial category, then the Segal maps are all isomorphisms of simplicial
sets. We are interested in a weaker situation, where the Segal maps are instead
weak equivalences of simplicial sets for all n ≥ 2. We call such a requirement
the Segal condition.

Observe also that we have taken honest mapping spaces here. In order to
make our constructions homotopy invariant, we should work in the context of a
model category and take homotopy mapping spaces, in which we replace W by
a fibrant replacement. However, we instead remedy this situation by restricting
to simplicial spaces W which are Reedy fibrant. Since all simplicial spaces, and
in particular G(n)t and Δ[n]t, are Reedy cofibrant, we can continue to take map-
ping spaces (and a limit, rather than homotopy limit, in the codomains of the
Segal maps) and still expect pullback constructions to be homotopy invariant.

Definition 5.1.1 [103, 4.1] A simplicial space W is a Segal space if it is
Reedy fibrant and the Segal maps

ϕn : Wn → W1 ×W0 · · · ×W0 W1︸������������������︷︷������������������︸
n

are weak equivalences for all n ≥ 2.

Example 5.1.2

1 A discrete simplicial space is a Segal space if and only if it is of the form
nerve(C)t for some category C.

2 A Segal space is the simplicial nerve of a simplicial category if and only if
its Segal maps are isomorphisms and its degree zero space is discrete.
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104 Complete Segal Spaces

3 The classifying diagram of a category, as described in Section 3.3, is a Segal
space.

Theorem 5.1.3 [103, 7.1] There is a simplicial, left proper, combinatorial
model structure SeSp on the category of simplicial spaces such that

1 the cofibrations are the monomorphisms, so that every object is cofibrant;
2 the fibrant objects are exactly the Segal spaces; and
3 the weak equivalences are the maps f such that Map( f ,W) is a weak equiv-

alence of simplicial sets for every Segal space W.

Proof We localize the Reedy model structure with respect to the set of inclu-
sions

{G(n)t → Δ[n]t | n ≥ 2}.

We have seen in the arguments above that a Reedy fibrant simplicial space W
is local with respect to these maps if and only if its Segal maps are all weak
equivalences. Then the existence of the simplicial model structure follows from
Theorem 2.8.2. �

However, we can say more about this model structure.

Theorem 5.1.4 [103, 7.1] The model structure SeSp is cartesian.

To prove this result, by Proposition 2.9.5, it suffices to prove that, if W is a
Segal space, then so is the internal hom object WΔ[1]t

. We follow the approach
of Rezk using covers [103, §10].

The morphisms αi : [1] → [n] in Δ used to define the Segal maps can be
generalized to more general αi : [k] → [n] for any k ≤ n and 0 ≤ i ≤ n − k,
defined by αi( j) = i + j for each 0 ≤ j ≤ k. Each such map gives rise to a
corresponding map of simplicial spaces αi : Δ[k]t → Δ[n]t.

Definition 5.1.5 [103, §10] Let n ≥ 1. A simplicial space G ⊆ Δ[n]t is a
cover of Δ[n]t if:

1 G0 = (Δ[n]t)0, and
2 the simplicial space G has the form

G =
⋃
λ

αiλΔ[kλ]
t

where each kλ ≥ 1 and 0 ≤ iλ ≤ kλ − 1.

Observe that G(n)t is the smallest cover of Δ[n]t, since each kλ = 1 and
hence takes the smallest possible value, and Δ[n]t is its own largest cover.
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5.1 Segal Spaces 105

Lemma 5.1.6 [103, 10.1] Let G be a cover of Δ[n]t. Then the inclusion maps

G(n)t i→ G
j
→ Δ[n]t

are weak equivalences in SeSp.

Proof We know by construction that the composite map ji is a weak equiva-
lence in SeSp, since it is one of the maps with respect to which we localize to
obtain the model structure SeSp. Using the two-out-of-three property, it thus
suffices to prove that the map i is a weak equivalence.

Consider αi1Δ[k1]t, αi2Δ[k2]t ⊆ Δ[n]t. Observe that their intersection is ei-
ther empty or of the form αi3Δ[k3]t for some i3 and k3. Thus, the cover G,
which is a union of such simplicial spaces by definition, can more precisely be
written as a colimit of partially ordered sets of the form αiΔ[k]t.

Intersecting with the minimal cover G(n)t, we observe that

G(n)t ∩ αiΔ[k]t = αiG(k)t,

so in particular G(k)t can also be written as a colimit, indexed by the same
partially ordered set, of simplicial spaces of the form αiG(k)t.

Let W be any Segal space. Then, for any k ≥ 0, the map

Map(αiΔ[k]t,W)→ Map(αiG(k)t,W)

is a weak equivalence of simplicial sets. Thus we have, using part (2) of Propo-
sition 2.4.10,

Map(G,W) = Map(colimαiΔ[k]t,W)

� lim Map(αiΔ[k]t,W)

� lim Map(αiG(k)t,W)

� Map(colimαiG(k)t,W)

= Map(G(n)t,W).

Thus, the map i is a weak equivalence in SeSp, as we wished to show. �

With this result about covers in place, we can prove the following lemma.
The decomposition we use here is analogous to the canonical decomposition
of Δ[1] × Δ[n] into (n + 1)-simplices, used for example in proving homotopy
invariance of singular homology [66, 2.10].

Lemma 5.1.7 [103, 10.3] Let n ≥ 2. The inclusion map Δ[1]t × G(n)t →
Δ[1]t × Δ[n]t is a weak equivalence in SeSp.
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106 Complete Segal Spaces

Proof We first define, for any 0 ≤ i ≤ n, the functor γi : [n + 1] → [1] × [n]
by

γi( j) =

⎧⎪⎪⎨⎪⎪⎩
(0, j) j ≤ i

(1, j − 1) j > i.

Similarly, for any 0 ≤ i ≤ n, define the functor δi : [n]→ [1] × [n] by

δi( j) =

⎧⎪⎪⎨⎪⎪⎩
(0, j) j ≤ i

(1, j) j > i.

Then the simplicial space Δ[1]t × Δ[n]t can be written as a colimit of the
diagram

γ0Δ[n+ 1]t ← δ0Δ[n]t → γ1Δ[n+ 1]t ← δ1Δ[n]t → · · · → γnΔ[n+ 1]t. (5.1)

Observe that, for each i, the domains of the maps

γiΔ[n + 1]t ∩ (Δ[1]t ×G(n)t)→ γiΔ[n + 1]t

and

δiΔ[n]t ∩ (Δ[1]t ×G(n)t)→ δiΔ[n]t

are covers of their codomains and are hence weak equivalences by Lemma
5.1.6.

However, intersecting each object in the diagram (5.1) with the appropriate
minimal cover produces the domain of one of these two kinds of maps; taking
the colimit of all these intersections is precisely Δ[1]t × G[n]t. The inclusion
Δ[1]t ×G(n)t → Δ[1]t × Δ[n]t is the induced map of colimits, which must be a
weak equivalence since the maps between objects in the colimit diagrams are
all weak equivalences. �

Proof of Theorem 5.1.4 To prove that SeSp is cartesian, it suffices to prove
that, for any Segal space W, the simplicial space WΔ[1]t

is also a Segal space,
by Proposition 2.9.5. Recall from Example 2.9.4 that if W is Reedy fibrant,
then so is WΔ[1]t

. It remains to show that, for any n ≥ 2, the map

Map(Δ[n]t,WΔ[1]t
)→ Map(G(n)t,WΔ[1]t

)

is a weak equivalence of simplicial sets.
Using Lemma 5.1.7, we can see, however, that

Map(Δ[n]t,WΔ[1]t
) � Map(Δ[1]t × Δ[n]t,W)

� Map(Δ[1]t ×G(n)t,W)

� Map(G(n)t,WΔ[1]t
).
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5.2 Segal Spaces as Categories Up to Homotopy 107

Hence, WΔ[1]t
is a Segal space, as we needed to show. �

For later use, we note the following property of Segal spaces.

Lemma 5.1.8 [103, 12.4] Let W be a Segal space. Then the two diagrams

W1 W0 W1 W0

W2 W1 W2 W1

d1

s0 s0

d0

s1 s0

d2 d0

are homotopy pullback squares.

Proof Since W is a Segal space, the map (d2, d0) : W2 → W1×W0 W1 is a weak
equivalence. Hence we also have weak equivalences

W2 ×W1 W0 → (W1 ×W0 W1) ×W1 W0 � W1

and

W0 ×W1 W2 → W0 ×W1 (W1 ×W0 W1) � W1.

The result follows. �

5.2 Segal Spaces as Categories Up to Homotopy

In this section, we look more closely at the ways in which a Segal space mim-
ics the structure of a simplicial category. In particular, we apply much of the
language of simplicial categories in this setting. These ideas were developed
by Rezk [103, §5].

Definition 5.2.1 [103, 5.1] Let W be a Segal space.

1 The set of objects of W is ob(W) = W0,0.
2 Given x, y ∈ ob(W), the mapping space between them is the pullback

mapW (x, y) W1

{(x, y)} W0 ×W0.

3 Given x ∈ ob(W), its identity map is idx = s0(x) ∈ mapW (x, x)0.

In the definition of mapping space, the fact that W is Reedy fibrant implies
that the right-hand vertical map is a fibration, so that the mapping space is

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.007
https://www.cambridge.org/core


108 Complete Segal Spaces

actually given by a homotopy pullback. In particular, the homotopy type of
mapW (x, y) depends only on the equivalence classes of x and y in π0W0.

More generally, given any x0, . . . , xn ∈ ob(W), consider the map Wn →
Wn+1

0 which is the degree n component of the map W → cosk0 W. If W is
Reedy fibrant, then this map is a fibration. Define mapW (x0, . . . , xn) to be the
(homotopy) fiber of this map over the point (x0, . . . , xn).

Notice that the map Wn → Wn+1
0 factors through the Segal map ϕn, so for a

Segal space W we have a commutative diagram

Wn W1 ×W0 · · · ×W0 W1

Wn+1
0

ϕn

�

which induces acyclic fibrations

ϕn : mapW (x0, . . . , xn)→ mapW (x0, x1) × · · · ×mapW (xn−1, xn)

between the fibers of the downward maps. These maps enable us to define
composition in a Segal space.

Definition 5.2.2 Let x, y, and z be objects of a Segal space W. Given ( f , g) ∈
mapW (x, y) × mapW (y, z), a composite of f and g is a lift of ϕ2 to some k ∈
mapW (x, y, z); a result of this composition is d1(k) ∈ mapW (x, z).

Since ϕ2 is only a weak equivalence, not necessarily an isomorphism, we
cannot expect that k is unique, nor even that its result is unique. However, we
would like to know that it is unique up to homotopy in an appropriate sense.

Definition 5.2.3 Given objects x and y of a Segal space W, two maps f , g ∈
mapW (x, y)0 are homotopic if they lie in the same component of mapW (x, y),
denoted by f � g.

Proposition 5.2.4 [103, 5.4] Let W be a complete Segal space. Suppose that
f ∈ mapW (w, x)0, g ∈ mapW (x, y)0, and h ∈ mapW (y, z)0. Then

1 (h ◦ g) ◦ f � h ◦ (g ◦ f ), and

2 f ◦ idw � f � idx ◦ f .

Definition 5.2.5 [103, 5.5] Given a Segal space W, its homotopy category
Ho(W) has objects W0,0 and morphisms given by

HomHo(W)(x, y) = π0 mapW (x, y).
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5.2 Segal Spaces as Categories Up to Homotopy 109

Given any f ∈ mapW (x, y)0, let [ f ] be its homotopy class in HomHo(W)(x, y).
Observe that maps f , g ∈ mapW (x, y)0 are homotopic if and only if

[ f ] = [g] ∈ HomHo(W)(x, y).

Definition 5.2.6 [103, 5.5] Let W be a Segal space and x, y objects of W. If
f ∈ mapW (x, y)0 and [ f ] is an isomorphism in Ho(W), then f is a homotopy
equivalence.

Notice in particular that for any object x, idx = s0(x) is a homotopy equiva-
lence.

Let us look at this notion more closely. If [ f ] is an isomorphism in Ho(W),
then there exist g, h ∈ mapW (y, x) such that f ◦ g � idy and h ◦ g � idx. Using
Proposition 5.2.4, we can conclude that g � h, since g � h ◦ f ◦ g � h.

Consider the simplicial set Z(3) ⊆ Δ[3] given by the nerve of the category
(0 → 2 ← 1 → 3). Given any Segal space W, the inclusion Z(3)t → Δ[3]t

induces a fibration of simplicial sets

W3 � Map(Δ[3]t,W)→ Map(Z(3)t,W).

However, we can use the definition of Z(3) to write

Map(Z(3)t,W) � lim(W1
d0→ W0

d0← W1
d1→ W0

d1← W1) � W1 ×W0 W1 ×W0 W1.

Then we can see that f ∈ mapW (x, y) is a homotopy equivalence if and only if
any element (idx, f , idy) of Map(Z(3)t,W) can be lifted to an element of W3.

We can use this description to show that homotopy equivalences comprise
components of mapping spaces.

Proposition 5.2.7 [103, 5.8] If [ f ] = [g] ∈ π0 mapW (x, y), then f is a homo-
topy equivalence if and only if g is a homotopy equivalence.

Proof Suppose f is a homotopy equivalence. Let γ : Δ[1] → W1 be a path
from f to g in mapW (x, y). We know that the point (idx, f , idy) ∈ Map(Z(3)t,W)
admits a lift to W3, which is given by a map Δ[0]→ W3. Thus we can consider
the diagram

Δ[0] W3

Δ[1] Map(Z(3)t,W).

0

Since the left-hand vertical map is an acyclic cofibration and the right-hand
vertical map is a fibration, the dotted arrow lift exists, thus defining a lift of
(idx, g, idy) to W3, making g a homotopy equivalence. �

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.007
https://www.cambridge.org/core


110 Complete Segal Spaces

Definition 5.2.8 Let W be a Segal space. The space of homotopy equiva-
lences Wheq ⊆ W1 consists of the components whose 0-simplices are homotopy
equivalences.

Notice that the degeneracy map s0 factors through Wheq, so we can consider
the map s0 : W0 → Wheq.

5.3 Complete Segal Spaces

The main problem with considering Segal spaces as up-to-homotopy models
for simplicial categories is that they have a space, rather than a set, of objects.
However, if we return to the properties of the classifying diagram that we ob-
served in Section 3.3, we observe that we have not yet imposed the condition
that the space of objects be weakly equivalent to the space of homotopy equiv-
alences. This condition turns out to remedy the difficulty of having a space
of objects, rather than a set; this idea is made explicit in the comparison with
Segal categories in the next chapter.

Since we have defined the space Wheq of homotopy equivalences in a Segal
space W, we can use it to make the following definition.

Definition 5.3.1 [103, §6] A Segal space W is complete if the map s0 : W0 →
Wheq is a weak equivalence.

Consider the category I with two objects and a single isomorphism between
them. Define the simplicial set E = nerve(I). There is an inclusion map Δ[1]→
E which, after passing to a map of simplicial spaces Δ[1]t → Et, induces a map
of simplicial sets

Map(Et,W)→ Map(Δ[1]t,W) = W1

whose image is in Wheq. In fact, Map(Et,W)→ Wheq is a weak equivalence of
simplicial sets.

The proof of the following result is technical, but key to understanding the
model structure for complete Segal spaces. Its proof can be found in [103,
§11].

Proposition 5.3.2 [103, 6.2] The collapse map E → Δ[0] induces a map
W0 → Map(Et,W) which is a weak equivalence if and only if s0 : W0 → Wheq

is a weak equivalence.

Thus, we can localize the model category SeSp with respect to the map
Et → Δ[0]t to get a model category whose fibrant objects are the complete
Segal spaces.

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.007
https://www.cambridge.org/core


5.3 Complete Segal Spaces 111

Theorem 5.3.3 [103, 7.2] There is a simplicial, left proper, combinatorial
model structure on the category of simplicial spaces such that:

1 the cofibrations are the monomorphisms, so that every object is cofibrant;

2 the fibrant objects are exactly the complete Segal spaces; and

3 the weak equivalences are the maps f such that Map( f ,W) is a weak equiv-
alence of simplicial sets for every complete Segal space W.

We denote this model structure by CSS.
It follows that a map f : X → Y of complete Segal spaces is a weak equiv-

alence in CSS if and only if f is a levelwise weak equivalence of simplicial
sets, using Proposition 2.8.4.

As for the model structure SeSp, the proof of the following result requires
more work.

Theorem 5.3.4 [103, 7.2, 12.1] The model structure CSS is cartesian.

For the proof, we need the following definition.

Definition 5.3.5 [103, 12.2] A map f : X → Y of simplicial sets is a homo-
topy monomorphism if the diagram

X X

X Y

id

id f

f

is a homotopy pullback square.

The next result essentially follows from the fact that, for a Segal space W,
the space Wheq is a subspace of W1.

Proposition 5.3.6 If W is a complete Segal space, then the degeneracy map
s0 : W0 → W1 is a homotopy monomorphism.

We need one general result about homotopy monomorphisms.

Lemma 5.3.7 Let X,Y : D → SSets be diagrams and X → Y a natural
transformation such that, for every object d of D, the map Xd → Yd is a
homotopy monomorphism. Then holimD Xd → holimD Yd is also a homotopy
monomorphism.

Proof This result is a consequence of the fact that homotopy limits commute
with one another, by Proposition 2.3.7. �
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112 Complete Segal Spaces

Proof of Theorem 5.3.4 By Proposition 2.9.5, it suffices to prove that if W is
a complete Segal space, then so is WΔ[1]t

. We have already proved that WΔ[1]t

is a Segal space, so we must prove that the map

(WΔ[1]t
)0 → (WΔ[1]t

)heq

is a weak equivalence of simplicial sets.
First recall that (WΔ[1]t

)0 = Map(Δ[1]t,W) = W1. Similarly, we have

(WΔ[1]t
)1 = Map(Δ[1]t × Δ[1]t,W) � W2 ×W1 W2.

Thus, the degeneracy map s0 : (WΔ[1]t
)0 → (WΔ[1]t

)1 is given by taking limits
of the rows in the diagram

W1 W1 W1

W2 W1 W2.

=

s0 id

=

s1

d1 d1

Since W is a complete Segal space, by Proposition 5.3.6, the map s0 : W0 →
W1 is a homotopy monomorphism. It follows that the maps s0, s1 : W1 → W2

are also homotopy monomorphisms, since they are weakly equivalent to the
maps

W1 ×W0 s0 : W1 ×W0 W0 → W1 ×W0 W1

and

s0 ×W0 W1 : W0 ×W0 W1 → W1 ×W0 W1,

respectively. Applying Lemma 5.3.7 we see that the map

s0 : (WΔ[1]t
)0 → (WΔ[1]t

)1

is a homotopy monomorphism.
Since inclusion maps are homotopy monomophisms, we also have that

(WΔ[1]t
)heq → (WΔ[1]t

)1

is also a homotopy monomorphism, and the map

s0 : (WΔ[1]t
)0 → (WΔ[1]t

)1

factors through it. Thus, it suffices to prove that the map

(WΔ[1]t
)0 → (WΔ[1]t

)heq

is surjective on components.
Let f , g : WΔ[1]t → WΔ[0]t

be the maps induced by the two face inclusions
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5.4 Categorical Equivalences 113

d0, d1 : Δ[0]t → Δ[1]t. Using Lemma 5.1.8, notice that a point x ∈ (WΔ[1]t
)heq

lies in a component in the image of (WΔ[1]t
)0 if and only if its images f x and

gx in (WΔ[0]t
)1 � W1 are homotopy equivalences in W. But if x is a homotopy

equivalence, then so are its images under f and g. �

5.4 Categorical Equivalences

Although we now have the model category for complete Segal spaces, we want
to gain a deeper understanding of how morphisms between Segal spaces can
behave sufficiently like equivalences of categories. In this section, we discuss
one approach.

Definition 5.4.1 Let f , g : U → V be maps between Segal spaces. A categor-
ical homotopy between f and g is given by a map H : U ×E → V such that the
diagram

U

U × E V

U

id×i0
f

H

id×i1 g

commutes. Equivalently, a categorical homotopy is given by a map H′ or H′′

as given in its respective commutative diagram

V Δ[0]

U VE E VU

V Δ[0] .

i0
{ f }

H′

f

g

Vi0

Vi1

H′′

i1 {g}

Proposition 5.4.2 [103, 13.2] Suppose that U is a Segal space and W is a
complete Segal space. Then maps f , g : U → W are categorically homotopic if
and only if there exists a homotopy K : U → WΔ[1]t

such that the two compos-
ites

U → WΔ[1]t → WΔ[0]t
= W,

induced by the two inclusions Δ[0]→ Δ[1], are the maps f and g.
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114 Complete Segal Spaces

Proof Consider the diagram

W WEt

WΔ[1]t
W ×W

in the category of functors Δop → SSets over W ×W, where the maps out of
W = WΔ[0]t

are induced by the maps Δ[1]→ Δ[0] and E → Δ[0], respectively.
The map W → WΔ[1]t

is a levelwise weak equivalence since it is the inclusion
of the subspace of constant paths in the path space. The map W → WEt

is a
levelwise weak equivalence because W is a complete Segal space. Further, the
maps WΔ[1]t → W × W and WEt → W × W are both fibrations in the Reedy
model structure.

If f and g are simplicially homotopic, then there is a map K : U → WΔ[1]t

such that the composite with the map to W × W is precisely ( f , g). To obtain
a categorical homotopy, we need this composite map to factor through WEt

. If
the maps out of W were fibrations (in particular if W were a pullback), then we
could factor K through W. However, they are not.

To remedy this situation, take the pullback

P = WΔ[1]t ×W×W WEt

and then factor the natural map W → P as a levelwise acyclic cofibration
followed by a fibration: W → Q → P. Now the maps out of P are fibrations,
since P is a pullback along fibrations, and by composition so are the maps
Q→ WΔ[1]t

and Q→ WEt
. But we also know that these two maps are levelwise

weak equivalences, by the two-out-of-three property. Therefore, we can lift to
obtain a map U → Q which we can compose with Q → WEt

to obtain the
desired categorical homotopy.

To prove the converse, observe that this argument is completely symmetric;
if we begin instead with a categorical homotopy U → WEt

, we can produce a
simplicial homotopy U → WΔ[1]t

. �

Definition 5.4.3 A map g : U → V between Segal spaces is a categorical
equivalence if there exist maps f , h : V → U together with categorical homo-
topies g f � idV and hg � idU .

Example 5.4.4 If U = nerve(C)t and V = nerve(D)t are discrete nerves of
categories, then a categorical homotopy between maps U → V corresponds
exactly to a natural isomorphism of functors between C and D. Then a cate-
gorical homotopy is precisely defined by an equivalence of categories.
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Proposition 5.4.5 [103, 13.4] The following are equivalent for a map g : U →
V between complete Segal spaces:

1 the map g is a categorical equivalence,
2 the map g is a simplicial homotopy equivalence, and
3 the map g is a Reedy weak equivalence.

Proof We know already that (1) is equivalent to (2) by Proposition 5.4.2.
Then (2) is equivalent to (3) since complete Segal spaces are Reedy fibrant and
cofibrant; thus weak equivalences between them agree with simplicial homo-
topy equivalences. �

Proposition 5.4.6 [103, 13.5] Suppose that A, B, and W are Segal spaces.
If f , g : A → B are categorically homotopic maps, then the induced maps
W f ,Wg : WB → WA are categorically homotopic.

Proof Let H : A × E → B be a categorical homotopy between f and g. Then
there is a categorical homotopy

WH : WB → WA×Et
� (WA)Et

between W f and Wg. �

Corollary 5.4.7 Let A, B, and W be Segal spaces. If f : A→ B is a categori-
cal equivalence, then so is the induced map W f : WB → WA.

Now we can use these results to understand categorical equivalences in the
model category CSS.

Proposition 5.4.8 [103, 13.6] If f : U → V is a categorical equivalence
between Segal spaces, then it is a weak equivalence in CSS.

Proof By definition of the model structure CSS as a localization, f is a weak
equivalence in CSS if and only if

Map( f ,W) : Map(V,W)→ Map(U,W)

is a weak equivalence of simplicial sets for any complete Segal space W. How-
ever, each such map is a weak equivalence if and only if each map W f : WV →
WU is a Reedy weak equivalence for any complete Segal space W, since for
each n ≥ 0, (W f )n � Map( f ,WΔ[n]t

) and we know that WΔ[n]t
is a complete

Segal space. But then by Corollary 5.4.7, we know that W f must be a categor-
ical equivalence, and it is such between complete Segal spaces, so it is hence a
Reedy weak equivalence by Proposition 5.4.5. �

Finally, we record the following result for later reference.
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Lemma 5.4.9 A categorical equivalence between Segal spaces induces an
equivalence of homotopy categories.

Proof Suppose U is a Segal space. Using the isomorphisms

Ho(U × Et) � Ho(U) × Ho(Et) � Ho(U) × I[1],

one can verify that categorically homotopic maps between Segal spaces induce
isomorphic functors on homotopy categories. In particular, categorical equiva-
lences induce equivalences of homotopy categories. �

5.5 Dwyer–Kan Equivalences

In this section, we consider a notion of equivalence of Segal spaces which
mimics the definition of Dwyer–Kan equivalence between simplicial categories,
so much so that we use the same name.

Definition 5.5.1 A map f : W → Z of Segal spaces is a Dwyer–Kan equiva-
lence if:

1 the map mapW (x, y) → mapZ( f x, f y) is a weak equivalence of simplicial
sets for any objects x and y of W, and

2 the functor Ho(W)→ Ho(Z) is an equivalence of categories.

The first part of the following lemma follows from the definition, using the
fact that both weak equivalences of simplicial sets and equivalences of cate-
gories satisfy the two-out-of-three property. The second part is also not difficult
to check.

Lemma 5.5.2 [103, 7.5] Dwyer–Kan equivalences satisfy the two-out-of-
three property. Furthermore, if we have composable maps of Segal spaces

U
f
→ V

g
→ W

h→ X

such that g f and hg are Dwyer–Kan equivalences, then the maps f , g, and h
are all Dwyer–Kan equivalences.

We want to understand how Dwyer–Kan equivalences relate to the several
other notions of equivalence that we have introduced. We begin by understand-
ing when Dwyer–Kan equivalences are actually levelwise weak equivalences
of simplicial sets.

Proposition 5.5.3 [103, 7.6] A map f : U → V between complete Segal
spaces is a Dwyer–Kan equivalence if and only if it is a levelwise weak equiv-
alence of simplicial sets.
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5.5 Dwyer–Kan Equivalences 117

Proof A levelwise weak equivalence is always a Dwyer–Kan equivalence, so
we need only prove the reverse implication. Suppose that U and V are complete
Segal spaces and that f : U → V is a Dwyer–Kan equivalence. Then for any
x, y ∈ U0,0, we have that mapU(x, y)→ mapV ( f x, f y) is a weak equivalence of
simplicial sets, and that U0 and V0 have the same set of components.

Recall that mapU(x, y) can be written as a (homotopy) pullback

mapU(x, y) U1

{(x, y)} U0 × U0

and that Uheq consists of components of U1. Therefore, we can describe the
mapping space of equivalences h mapU(x, y) by restricting U1 to Uheq and tak-
ing the pullback

h mapU(x, y) Uheq

{(x, y)} U0 × U0.

We obtain that for any pair of objects (x, y), h mapU(x, y)→ h mapV ( f x, f y) is
a weak equivalence.

By precomposing with the degeneracy map s0, we obtain a commutative
diagram

U0 U0 × U0

V0 V0 × V0,

which is a homotopy pullback diagram since taking the horizontal fibers re-
sults in a weak equivalence h mapU(x, y)→ h mapV ( f x, f y). It follows that the
map U0 → V0 is a weak equivalence. Then U1 → V1 must also be a weak
equivalence, since

U1 U0 × U0

V1 V0 × V0

is a pullback diagram with horizontal maps fibrations, since U and V are Reedy
fibrant. Using the Segal condition, we have established that f is a levelwise
weak equivalence. �
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118 Complete Segal Spaces

Next, we show how Dwyer–Kan equivalences can arise from categorical
equivalences between Segal spaces. We first give a lemma.

Lemma 5.5.4 [103, 13.9] If W is a Segal space, then the map W → WEt

induced from the map E → Δ[0] and both maps WEt → W induced from the
two maps Δ[0]→ E are Dwyer–Kan equivalences.

Proof Using the two-out-of-three property for Dwyer–Kan equivalences and
the fact that either composite W → WEt → W is the identity, it suffices to prove
that the map W → WEt

is a Dwyer–Kan equivalence. Since Δ[1]t → Et is a
categorical equivalence, by Corollary 5.4.7 and Lemma 5.4.9, we know that
Ho(W) → Ho(WEt

) is an equivalence of categories. If we let j : E → Δ[0],
so that j∗ : W → WEt

is the map in question, it remains to show that, for any
objects x, y ∈ ob(W), the induced map mapW (x, y) → mapWEt ( j∗x, j∗y) is a
weak equivalence of simplicial sets.

Let i : Δ[1]→ E be the inclusion and i∗ : WEt → WΔ[1]t
be the induced map.

Observe that s0 = j ◦ i : Δ[1]→ Δ[0]. Consider the diagram

W1 (WEt
)1 (WΔ[1]t

)1

W0 ×W0 (WEt
)0 × (WEt

)0 (WΔ[1]t
)0 × (WΔ[1]t

)0.

j∗

(d1,d0) (d1,d0)

i∗

(d1,d0)

j∗ i∗

Notice that the two maps labeled by i∗ are homotopy monomorphisms, since,
for any n ≥ 0,

(WEt
)1 � (WΔ[1]t

)heq � (WΔ[1]t
)0

and

(WΔ[1]t
)0 → (WΔ[1]t

)1

is a homotopy monomorphism by Lemma 5.3.6. Then observe that the outer
rectangle of the diagram is isomorphic to the diagram

W1 W2 ×W1 W2

W0 ×W0 W1 ×W1

(s0,s1)

(d1,d0) (d2 p1,d0 p2)

s0×s0

where W2 ×W1 W2 is the pullback along two copies of the map d1 : W2 →
W1, and pi denotes the ith projection. But this square can be checked to be a
homotopy pullback diagram.
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Thus, taking homotopy fibers over any x, y ∈ ob(W), the composite

mapW (x, y)
j∗

→ mapWEt ( j∗x, j∗y)→ mapWΔ[1]t (s0x, s0y)

is a weak equivalence. Since we have shown that i∗ is a homotopy monomor-
phism, it follows that j∗ is a weak equivalence. �

Proposition 5.5.5 [103, 13.8] If g : U → V is a categorical equivalence
between Segal spaces, then it is a Dwyer–Kan equivalence.

Proof Suppose g : U → V is a categorical equivalence, with U and V Segal
spaces. Then there exist maps f , h : V → U and categorical homotopies H
from g ◦ f to idV and K from h ◦ g to idU . Consider the diagram

U V U

U UEt

g

id
K

h

Ui1

Ui0

where i0, i1 : Δ[0] → E are the two inclusions. By Lemma 5.5.4, the maps Ui0

and Ui1 are Dwyer–Kan equivalences. By the two-out-of-three property, K is
thus a Dwyer–Kan equivalence, and hence also h ◦ g. Applying the analogous
argument to the diagram

V
f ��

id
��

H

����
���

���
���

��� U
g �� V

V VEtVi1��

Vi0

��

we obtain that g◦ f is a Dwyer–Kan equivalence. Then we can apply the second
statement of Lemma 5.5.2 to conclude that g is a Dwyer–Kan equivalence. �

Theorem 5.5.6 [103, 7.7] A map f : W → Z of Segal spaces is a Dwyer–Kan
equivalence if and only if it is a weak equivalence in CSS.

To prove this theorem, we need a completion functor taking a Segal space to
a complete Segal space in a particularly nice way. Suppose W is a Segal space.
Let I(m) be the groupoid with m + 1 objects and a single isomophism between
any two objects, and E(m) = nerve(I(m)). For a fixed n ≥ 0, we can define a
simplicial space given by

[m] �→ Map(E(m)t,WΔ[n]t
).

As we range over all values of n, we obtain a bisimplicial space (or trisimpli-
cial set), i.e., a functor Δop → SSetsΔ

op
; we first need to take an appropriate
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120 Complete Segal Spaces

diagonal to recover a simplicial space. For each n ≥ 0, define

W̃n = diag([m] �→ Map(E(m)t,WΔ[n]t
)).

Using the equivalences

Map(E(m)t,WΔ[n]t
) � Map(E(m)t × Δ[n]t,W)

� Map(Δ[n]t,WE(m)t
)

� (WE(m)t
)n,

we can alternatively write

W̃n = diag([m] �→ (WE(m)t
)n).

These simplicial sets assemble to form a simplicial space W̃ equipped with a
natural map W → W̃ induced by the collapse maps E(m) → E(0) = Δ[0].
Since this simplicial space may not be Reedy fibrant, we apply a functorial
Reedy fibrant replacement W̃ → Ŵ. We consider the composite W → W̃ → Ŵ.

Definition 5.5.7 [103, §14] The assignment W �→ Ŵ defines a completion
functor taking any Segal space to a complete Segal space. Each component
map iW : W → Ŵ is called a completion map.

We consider some of the nice properties of this completion procedure. First,
we consider the relationship between the completion and the classifying dia-
gram functor N from Section 3.3.

Lemma 5.5.8 [103, 14.2] If C is a category, then ˜nerve(C)t � NC. In partic-
ular, NI(1) � Ẽt and Êt are weakly equivalent to Δ[0].

Proof Using definitions, we can show that there are isomorphisms

( ˜nerve(C)t)n,m = HomSSetsΔop (E(m) × Δ[n]t, nerve(C)t)

� HomCat(I(m) × [n],C)

= (NC)n,m.

Since the category I(1) is equivalent to the terminal category and the classi-
fying diagram functor N takes equivalences of categories to weak equivalences
by Proposition 3.3.4, the second statement follows. �

Lemma 5.5.9 [103, 14.3] If U → V is a categorical equivalence between
Segal spaces, then Û → V̂ is a levelwise weak equivalence.

Proof Observe that, for any Segal space U, we have Ũ × E � Ũ × Ẽ, and
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5.5 Dwyer–Kan Equivalences 121

Ẽ is contractible by Lemma 5.5.8. It follows that the completion of a cate-
gorical homotopy is a simplicial homotopy. In particular, the completion of a
categorical equivalence is a Dwyer–Kan equivalence. �

The following result gives the most important properties of the completion
map.

Proposition 5.5.10 [103, §14] Given any Segal space W,

1 the completion Ŵ is a complete Segal space;

2 the completion map iW is a weak equivalence in CSS; and

3 the completion map iW is a Dwyer–Kan equivalence.

Proof By Proposition 5.4.6, the maps W → WE(m)t
are categorical equiva-

lences and hence weak equivalences in CSS by Proposition 5.4.8. Since the
map W → W̃ is given by the induced map on homotopy colimits of such
maps, it is also a weak equivalence in CSS. It follows that the composite
W → W̃ → Ŵ is a weak equivalence in CSS.

Let δ : [n]→ [m] be a map in Δ, and consider the induced diagram

(WE(m)t
)k (WE(n)t

)k

(WE(m)t
)k+1
0 (WE(n)t

)k+1
0 .

By Proposition 5.5.5, the map WE(m)t → WE(n)t
is a Dwyer–Kan equivalence,

so for any x0, . . . , xk ∈ ob(W), the map

mapWE(m)t (x0, . . . , xk)→ mapWE(n)t (δx0, . . . , δxk)

between the fibers of the vertical maps in the diagram is a weak equivalence. It
follows that the induced map of diagonals has homotopy fibers weakly equiv-
alent to the appropriate k-fold product of mapping spaces. Thus Ŵ is a Se-
gal space and mapW (x, y) → mapŴ (iW x, iWy) is a weak equivalence for every
x, y ∈ ob(W). By construction, π0W0 → π0Ŵ is surjective, so the functor
Ho(W) → Ho(Ŵ) is essentially surjective. Hence, W → Ŵ is a Dwyer–Kan
equivalence.

It remains to prove that Ŵ is complete. Let j : E(n) → E(m) be any map,
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and consider the induced square

(WE(m)t
)heq (WE(n)t

)heq

(WE(m)t
)0 × (WE(m)t

)0 (WE(n)t
)0 × (WE(n)t

)0.

(W j)heq

(W j)0×(W j)0

Since the map WE(m)t → WE(n)t
is a categorical equivalence by Proposition

5.4.6 and thus a Dwyer–Kan equvialence by Proposition 5.5.5, we may con-
clude that

h mapWE(m)t (x, y)→ h mapWE(n)t ( jx, jy)

is a weak equivalence for all x, y ∈ (WE(m)t
)0. It follows that the above diagram

is a homotopy pullback square and hence the induced map on diagonals has
homotopy fiber weakly equivalent to h mapW (x, y). In other words, we have

Ŵheq � diag([m] �→ (WE(m)t
)heq).

Since (WE(m)t
)heq � (WE(m)t×E(1)t

)0 by Proposition 5.3.2, there is an equivalence

Ŵheq � (ŴE(1)t )0. But Lemma 5.5.9 shows that since WE(1)t
is categorically

equivalent to W, Ŵheq � (ŴE(1)t )0 � Ŵ0, so Ŵ is complete. �

Proof of Theorem 5.5.6 Let f : U → V be a map of Segal spaces. Using the
properties of the completion functor from Proposition 5.5.10, we have that f
is a weak equivalence in CSS if and only if f̂ : Û → V̂ is a weak equivalence.
But f̂ is a map of complete Segal spaces, which are the fibrant objects in a
localized model structure, so it is a weak equivalence if and only if it is a
levelwise weak equivalence. But then by Proposition 5.5.3, f̂ is a levelwise
weak equivalence if and only if f̂ is a Dwyer–Kan equivalence. Finally, since
Dwyer–Kan equivalences satisfy the two-out-of-three property, we also know
that f is a Dwyer–Kan equivalence if and only if f̂ is. Therefore, f is a weak
equivalence if and only if it is a Dwyer–Kan equivalence. �

The completion functor should be regarded as a simplicial analogue of the
classifying diagram construction, in the following sense. If C is a simplicial
category, its simplicial nerve is a Segal space, at least up to Reedy fibrant re-
placement. We can then apply the completion functor to this Segal space to
obtain a complete Segal space. In Chapter 9, we explore this relationship fur-
ther.

Observe that, thus far, we have only defined complete Segal spaces and es-
tablished an appropriate model structure in which the fibrant objects are the
complete Segal spaces. In order to show that they give another good model for
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(∞, 1)-categories, by showing that this model structure is Quillen equivalent
to the model category for simplicial categories, we need to consider a third
intermediate model, that of Segal categories.
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Segal Categories

Segal categories can be seen as an intermediate model between simplicial
categories and complete Segal spaces. Like complete Segal spaces, they are
simplicial spaces with a notion of up-to-homotopy composition encoded by a
Segal condition, but rather than imposing the completeness condition, we sim-
ply ask that the space in degree zero be discrete. Thus, Segal categories more
closely resemble simplicial nerves of simplicial categories. Because this dis-
creteness assumption is simpler than completeness, as objects Segal categories
are more straightforward to define than complete Segal spaces. However, ask-
ing that a given simplicial set be discrete (rather than homotopy discrete) is
awkward from a homotopical point of view, so doing homotopy theory with
these structures is substantially more difficult. In particular, neither of the two
model structures for Segal categories can be obtained as a localization of a
model category with levelwise weak equivalences.

Segal categories first appeared in a paper of Dwyer, Kan, and Smith [58], al-
though not under that name. They were developed extensively by Hirschowitz
and Simpson [70], and their homotopy theory was investigated by Pellissier
[97]. For the purposes of establishing Quillen equivalences, we consider two
different model structures on the category of Segal precategories; SeCatc re-
sembles an injective model structure, that its cofibrations are precisely the
monomorphisms, and is more easily compared to CSS, whereas SeCat f more
closely resembles a projective model structure and is more easily compared
to SC. The notation is further justified by the fact that the fibrant objects in
these model categories are Segal categories which are Reedy fibrant and pro-
jective fibrant, respectively, as simplicial spaces. However, these two model
structures have the same weak equivalences, and they are Quillen equivalent to
one another.

124
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6.1 Basic Definitions and Constructions 125

6.1 Basic Definitions and Constructions

As in the case of complete Segal spaces, the category of Segal categories alone
does not have the necessary categorical properties to have a model structure.
Thus, we need to work in a larger category to get a model structure for Segal
categories. However, here we work in a more restricted category than that of
all simplicial spaces.

Definition 6.1.1 A Segal precategory is a simplicial space X such that X0 is
a discrete simplicial set.

We denote the category of all Segal precategories by SeCat, and we use it
as the underlying category for both the model structures for Segal categories.
We now give a formal definition of Segal category.

Definition 6.1.2 A Segal precategory X is a Segal category if the Segal maps

ϕn : Xn → X1 ×X0 · · · ×X0 X1︸����������������︷︷����������������︸
n

are weak equivalences of simplicial sets for every n ≥ 2.

Observe that the definition of a Segal category is similar to that of a Segal
space, with the additional requirement that the degree zero space be discrete.
Since we follow the convention that Segal categories are not required to be
Reedy fibrant, they are not necessarily Segal spaces. However, the discreteness
of the space in X0 makes the face maps X1 → X0 fibrations, so again the iterated
pullback that appears in the Segal map is actually a homotopy limit.

However, unlike for the category of simplicial spaces, there is no model
structure on the category of Segal precategories with levelwise weak equiva-
lences if we want cofibrations to be monomorphisms, as is the case for all the
model structures that we consider here. For example, the map of doubly con-
stant simplicial spaces Δ[0] � Δ[0]→ Δ[0] cannot be factored as a monomor-
phism followed by a weak equivalence in the category of Segal precategories;
in the context of simplicial spaces the factorization must necessarily be through
a simplicial space which is not discrete in degree zero. Therefore, we cannot
obtain an appropriate model structure for Segal categories by localizing such a
model structure, as we did for complete Segal spaces.

Thus, we must develop the model structures SeCatc and SeCat f on the cat-
egory of Segal precategories directly. However, we use features of the Reedy
and projective model structures, respectively, on simplicial spaces, as well as
the Segal space model structure SeSp, to give model structures which have
the kinds of properties we want. Specifically, we want the weak equivalences
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to be analogous to Dwyer–Kan equivalences of simplicial categories or Segal
spaces and for the fibrant objects to be Segal categories.

A primary strategy that we use is to modify various simplicial spaces and
maps between them so that they reside in the category of Segal precategories,
and then to adapt various constructions to this context. The first task in this
direction is to define sets of generating cofibrations and generating acyclic
cofibrations which are similar to those of the Reedy and projective model cat-
egory structures on simplicial spaces. To obtain these sets, we start with the
generating sets for the Reedy and projective model structures on SSetsΔ

op
and

then modify them to be maps of Segal precategories. We use slightly different
methods for the two structures.

The first method we call reduction, and we use it to define the generating
cofibrations in SeCatc. Consider the inclusion functor

SeCat → SSetsΔ
op

from the category of Segal precategories to the category of simplicial spaces.
This functor has a left adjoint, which we call the reduction functor. Given a
simplicial space X, we denote its reduction by Xr. The reduction is obtained
from X by collapsing the space X0 to its set of components and making the
subsequent changes to degenerate simplices in higher degrees.

Recall that the cofibrations in the Reedy model category structure on sim-
plicial spaces are monomorphisms and that the Reedy generating cofibrations
are of the form

∂Δ[m] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t → Δ[m] × Δ[n]t

for all n,m ≥ 0. In general, these maps are not in SeCat because the constant
simplicial spaces ∂Δ[m] and Δ[m] are not Segal precategories except for ∂Δ[0],
Δ[0], and ∂Δ[1]. Therefore, we apply the reduction functor and hence consider
the maps

(∂Δ[m] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t)r → (Δ[m] × Δ[n]t)r.

However, we want cofibrations to be monomorphisms, and some of these re-
duced maps are not. Specifically, when n = 0, we have the map

∂Δ[m]r → Δ[m]r.

If m = 1, then ∂Δ[1] is already reduced, and consists of the constant simplicial
space on two points, but the reduction of Δ[1] is the constant simplicial space
consisting of a single point. Thus, we want to omit this map from our gener-
ating set because it is not a monomorphism. If m ≥ 2, then the above map is
an isomorphism between simplicial spaces consisting of a single point, since
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both ∂Δ[m] and Δ[m] are constant on a connected simplicial set. Thus, there
is no need to include these maps in the generating set. On the other hand, if
n = m = 0 we obtain the map ∅ → Δ[0], which is a monomorphism, and we
want to include it.

Therefore, we define the set

Ic = {(∂Δ[m] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t)r → (Δ[m] × Δ[n]t)r}

for all m ≥ 0 when n ≥ 1 and for n = m = 0. While this point should be
more clear when we establish the model structure using these generating cofi-
brations, we have not lost any important information by discarding the maps
for which n = 0 and m > 0. Such maps are used to generate higher simplices
in the space in degree zero, which are necessarily degenerate when we work
with Segal precategories.

However, reduction is not quite the right procedure for modifying the gen-
erating cofibrations in the projective model structure on the category of sim-
plicial spaces, so we turn to our second method. Recall that these generating
cofibrations are the maps

∂Δ[m] × Δ[n]t → Δ[m] × Δ[n]t

for m, n ≥ 0. Consider the case where m = 1, where we have maps

∂Δ[1] × Δ[n]t → Δ[1] × Δ[n]t

for any n ≥ 0. The reduction of Δ[1] × Δ[n]t is a Segal precategory with n + 1
points in degree zero, but the object ∂Δ[1] × Δ[n]t reduces to a Segal precate-
gory with 2(n + 1) points in degree zero. In other words, the reduction of such
a map is no longer a monomorphism. Unlike the problematic reduced Reedy
cofibrations, we cannot simply exclude these maps; when n > 0, we need maps
of this flavor to generate nondegenerate 1-simplices in the space in degree n.
We need an alternative method of obtaining a Segal precategory version of
these maps which are monomorphisms.

Consider the set Δ[n]0 and denote by Δ[n]t
0 the doubly constant simplicial

space defined by it. If m = 0, define P0,n to be the empty simplicial space. For
m ≥ 1 and n ≥ 0, define Pm,n to be the pushout of the diagram

∂Δ[m] × Δ[n]t
0 ∂Δ[m] × Δ[n]t

Δ[n]t
0 Pm,n.
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For all m ≥ 0 and n ≥ 1, define Qm,n to be the pushout of the diagram

Δ[m] × Δ[n]t
0 Δ[m] × Δ[n]t

Δ[n]t
0 Qm,n.

For each m and n, the map ∂Δ[m] × Δ[n]t → Δ[m] × Δ[n]t induces a map
im,n : Pm,n → Qm,n. We then define the set

I f = {im,n : Pm,n → Qm,n | m, n ≥ 0}.

Remark 6.1.3 Observe that when m ≥ 2 this construction gives exactly the
same objects as those given by reduction. Namely, the Segal precategory Pm,n

is precisely (∂Δ[m] × Δ[n]t)r and likewise Qm,n is precisely (Δ[m] × Δ[n]t)r.

Remark 6.1.4 Just as we defined in Section 5.2 for a Segal space, given
a Segal precategory X, we denote by mapX(v0, . . . , vn) the fiber of the map
Xn → Xn+1

0 over (v0, . . . , vn) ∈ Xn+1
0 , where the map Xn → Xn+1

0 is given by
the degree n component of the canonical map X → cosk0 X. We can use the
pushout diagrams defining the objects Pm,n and Qm,n to see that

HomSeCat(Pm,n, X) �
∐

v0,...,vn

HomSSets(∂Δ[m],mapX(v0, . . . , vn))

and

HomSeCat(Qm,n, X) �
∐

v0,...,vn

HomSSets(Δ[m],mapX(v0, . . . , vn)).

These isomorphisms enable us to establish the following lifting property.

Lemma 6.1.5 [30, 4.1] Suppose a map f : X → Y of Segal precategories has
the right lifting property with respect to the maps in I f . Then the map X0 → Y0

of discrete simplicial sets is surjective and each map

mapX(v0, . . . , vn)→ mapY ( f v0, . . . , f vn)

is an acyclic fibration of simplicial sets for n ≥ 1 and (v0, . . . , vn) ∈ Xn+1
0 .

Proof The surjectivity of X0 → Y0 follows from the fact that f has the right
lifting property with respect to the map P0,0 → Q0,0, which is just the inclusion
∅→ Δ[0].
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In order to prove the remaining statement, it suffices to show that there is a
dotted arrow lift in any diagram of the form

∂Δ[m] mapX(v0, . . . , vn)

Δ[m] mapY ( f v0, . . . , f vn)

(6.1)

for m ≥ 0 and n ≥ 1.
By our hypothesis, there is a dotted arrow lift in any diagram of the form

Pm,n X

Qm,n Y

(6.2)

with m, n ≥ 0. The existence of the lift in diagram (6.2) is equivalent to the
surjectivity of the map Hom(Qm,n, X) → P, where P is the pullback in the
square of the diagram

Hom(Qm,n, X) P Hom(Pm,n, X)

Hom(Qm,n,Y) Hom(Pm,n,Y).

Now, as noted above we have that

Hom(Qm,n, X) �
∐

v0,...,vn

Hom(Δ[m],mapX(v0, . . . , vn))

and

Hom(Pm,n, X) �
∐

v0,...,vn

Hom(∂Δ[m],mapX(v0, . . . , vn)).

Similarly, if (w0, . . . ,wn) ∈ Yn+1
0 , we have

Hom(Qm,n,Y) �
∐

w0,...,wn

Hom(Δ[m],mapY (w0, . . . ,wn))

and

Hom(Pm,n,Y) �
∐

w0,...,wn

Hom(∂Δ[m],mapY (w0, . . . ,wn)).

Restricting to a fixed (v0, . . . , vn) ∈ Xn+1
0 , we have surjectivity of the map from

Hom(Δ[m],mapX(v0, . . . , vn)) to the pullback

Hom(∂Δ[m],mapX(v0, . . . , vn))×Hom(∂Δ[m],mapY ( f v0 ,..., f vn))Hom(Δ[m],mapY ( f v0, . . . , f vn)).
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130 Segal Categories

An element of this pullback consists of maps g : ∂Δ[m] → mapX(v0, . . . , vn)
and h : Δ[m]→ mapY ( f v0, . . . , f vn) such that the composites

∂Δ[m]
g
→ mapX(v0, . . . , vn)

f
→ mapY ( f v0, . . . , f vn)

and

∂Δ[m]→ Δ[m]
h→ mapY ( f v0, . . . , f vn)

coincide. The fact that the map from Hom(Δ[m],mapX(v0, . . . , vn)) to this pull-
back is surjective implies exactly that there is a lift in the diagram (6.1). �

6.2 Fixed-Object Segal Categories

As with simplicial categories, it is helpful to consider a model structure on
Segal categories with a fixed object set, or, more precisely, a fixed discrete
simplicial set in degree zero. As we saw in the case of simplicial categories,
establishing such a model structure is substantially easier than the general case,
although here the reasons for the relative simplicity are somewhat different.
When the space in degree zero is fixed, we can define a model structure defined
via levelwise weak equivalences of simplicial sets. The problem in the general
case arises when trying to factor a map from a Segal precategory with a larger
object set to one with a smaller object set. When the object set is fixed, this
difficulty does not arise. Then we can obtain the desired model structure, whose
fibrant objects are Segal categories, via localization. Most of the results here
are taken from the present author’s work [29].

Consider the category SSpO whose objects are Segal precategories with a
fixed set O in degree zero and whose morphisms are maps of Segal precat-
egories which are the identity map on O. We begin by establishing a model
structure whose weak equivalences are levelwise weak equivalences of simpli-
cial sets. We have two choices, since we can ask that either the fibrations or the
cofibrations are defined levelwise. We will establish both, but first we turn to
showing that SSpO has all small limits and colimits. We remark that this proof
is not the one that appears in [29, 3.5], which is incorrect.

Lemma 6.2.1 The category SSpO has all small limits.

Proof Let D be a small category, and consider a functor D → SSpO. Let d
be an object of D. In the category of all simplicial spaces, the limit limD Xd

exists. However, ifD is not connected, then this limit is not an object of SSpO,
since limD(Xd)0 = Oπ0D. However, if diag : O → limD(Xd)0 is the diagonal
map, we can define the limit in SSpO, denoted by limOD Xd, as the sub-Segal
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precategory of limD Xd whose discrete set in degree zero is precisely the image
of the diagonal map O → (limD Xd)0, and whose higher simplices are all those
lying above these objects. This Segal precategory now satisfies the universal
property of limits when we require the maps involved to be the identity on
degree zero and hence in the category SSpO. �

Lemma 6.2.2 [29, 3.6] The category SSpO has all small colimits.

Proof As for the proof for limits, begin by considering the colimit of a small
diagramD → SSpO. Note that again we have a problem in degree zero if our
index category D has more than one component, since in this case, for any
object d ofD, colimD(Xd)0 =

∐
π0D O. If we consider the fold map

fold : colimD(Xd)0 → O,

we can define the colimit in SSpO, denoted by colimOD Xd, as the pushout in
the diagram

colimD(Xd)0 O

colimD Xd colimOD Xd

fold

where the left-hand vertical map is the inclusion map. Similarly to the case for
limits, this new simplicial space is a Segal precategory with discrete space O
in degree zero and satisfies the universal property for colimits. �

We first consider the projective model structure on the category of Segal
precategories with a fixed object set.

Theorem 6.2.3 [29, 3.7] There is a cofibrantly generated model structure on
the category SSpO, which we denote by SSpO, f , in which:

1 the weak equivalences are levelwise weak equivalences of simplicial sets;
and

2 the fibrations are the levelwise fibrations of simplicial sets.

The first step toward defining this model structure is finding candidates for
the sets of generating cofibrations and generating acyclic cofibrations. Recall
that for the projective model structure on the category SSetsΔ

op
of simplicial

spaces, as described in Theorem 2.5.2, the generating acyclic cofibrations are
of the form

V[m, k] × Δ[n]t → Δ[m] × Δ[n]t

for n ≥ 0, m ≥ 1 and 0 ≤ k ≤ m.
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132 Segal Categories

The first problem with working instead in SSpO, f is that Δ[n]t is not an
object ofSSpO without further clarifying what its discrete space of 0-simplices
is. In order to have this set preserved by all necessary maps, we need to define
a separate n-simplex for any (x0, . . . , xn) ∈ On. We denote such an n-simplex
with specified 0-simplices by Δ[n]t

x0,...,xn
; setting x = (x0, . . . , xn), we can write

this simplex as Δ[n]t
x. Furthermore, Δ[n]t

x must have any remaining elements
of O as disjoint 0-simplices.

With this adaptation, we then utilize the strategy from the previous section
to obtain maps of Segal precategories. For a fixed object set O, consider the
maps

V[m, k] × Δ[n]t
x → Δ[m] × Δ[n]t

x

where m, n, k, and x are as above. We want to modify them so they are maps
of Segal precategories.

As before, define the object (Qm,n)x to be the pushout of the diagram

Δ[m] × (Δ[n]t
x)0 Δ[m] × Δ[n]t

x

(Δ[n]t
x)0 (Qm,n)x.

Also define the object (Rm,n,k)x to be the pushout of the diagram

V[m, k] × (Δ[n]t
x)0 V[m, k] × Δ[n]t

x

(Δ[n]t
x)0 (Rm,n,k)x.

Consider the set

J f ,O = {(Rm,n,k)x → (Qm,n)x}

where m, n ≥ 1, 0 ≤ k ≤ m, and x = (x0, . . . , xn) ∈ On+1. This set J f ,O is our
candidate for a set of generating acyclic cofibrations for SSpO, f .

Similarly, we can define the set

I f ,O = {(Pm,n)x → (Qm,n)x}
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for all m, n ≥ 0 and x ∈ On+1, where (Pm,n)x is the pushout of the diagram

∂Δ[m] × (Δ[n]t
x)0 ∂Δ[m] × Δ[n]t

x

(Δ[n]t
x)0 (Pm,n)x.

This set is our candidate for a set of generating cofibrations for SSpO, f .
To prove Theorem 6.2.3, we need only show that the adjustments that we

have made to the projective model structure, namely restricting the space in
degree zero to a fixed discrete space and requiring all maps to be the identity
on that space, do not alter the essential features of the original model structure.

Proof of Theorem 6.2.3 Lemmas 6.2.1 and 6.2.2 show that our category has
small limits and colimits. The two-out-of-three property and the retract axiom
for weak equivalences hold because they hold in the projective model struc-
ture for simplicial spaces and are not altered by the restriction on spaces in
degree zero. It now suffices to check the conditions of Theorem 1.7.15. To
prove statement (1), notice that the maps in the sets I f ,O and J f ,O are modi-
fied versions of the generating cofibrations in the projective model structure on
simplicial spaces, which permit the small object argument. One can check that
these modifications do also.

Notice that the I f ,O-injectives are precisely the levelwise acyclic fibrations,
and that the J f ,O-injectives are precisely the levelwise fibrations. Thus, we have
satisfied conditions (3) and (4)(ii) of Theorem 1.7.15.

Now notice that the I f ,O-cofibrations are precisely the cofibrations, by our
definition of cofibration. Furthermore, the J f ,O-cofibrations are the maps with
the left lifting property with respect to the fibrations. It follows that a J f ,O-
cofibration is an I f ,O-cofibration. Using the definition of the maps in J f ,O and
the model structure for simplicial sets, we can see that a J f ,O-cofibration is also
a weak equivalence, establishing condition (2). �

We now want to localize this model category so that the fibrant objects are
Segal categories with the set O in degree zero. The localization process is sim-
ilar to that for Segal spaces; we need only modify the maps with respect to
which we localize so that they are in the category SSpO.

Recall the inclusion maps of simplicial sets G(n) → Δ[n], and observe that
the simplicial spaces G(n)t and Δ[n]t are Segal precategories. As before, we
can replace Δ[n]t with the objects Δ[n]t

x, where x = (x0, . . . , xn) ∈ On+1. Then,
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define

G(n)t
x =

n−1⋃
i=0

αiΔ[1]t
xi,xi+1

.

Now, we take all inclusion maps

G(n)t
x → Δ[n]t

x,

where n ≥ 0 and x = (x0, . . . , xn) ∈ On.
Thus, we have defined maps with which to localize the fixed-object model

structure to obtain Segal categories as fibrant objects. The following result is
immediate from Theorem 2.8.2.

Proposition 6.2.4 [29, 3.8] There is a model structure SeCatO, f on the cate-
gory of Segal precategories with a fixed set O in degree zero in which:

1 the weak equivalences are the local equivalences with respect to the maps
G(n)t

x → Δ[n]t
x for n ≥ 0 and x ∈ On; and

2 the cofibrations are those of SSpO, f .

For making some of our calculations, we find it convenient to work in a
model structure SSpO,c in which the weak equivalences are again given by
levelwise weak equivalences of simplicial sets, but in which the cofibrations,
rather than the fibrations, are defined levelwise.

Theorem 6.2.5 [29, 3.9] There is a model structure SSpO,c on the category
of Segal precategories with a fixed set O in degree zero in which the weak
equivalences and cofibrations are defined levelwise.

To define candidate sets Ic,O and Jc,O for generating cofibrations and gen-
erating acyclic cofibrations, respectively, we apply the fixed-object techniques
used for the previous model structure and the reduction functor to the generat-
ing set of cofibrations and acyclic cofibrations in the Reedy model structure on
simplicial spaces.

We start by reducing the objects defining the Reedy generating cofibrations
and generating acyclic cofibrations to obtain maps of the form

(∂Δ[m] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t)r → (Δ[m] × Δ[n])r

and

(V[m, k] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t)r → (Δ[m] × Δ[n]t)r.

Then, in order to have our maps in SSpO, we define a separate such map for
each choice of vertices x in degree zero and adding in the remaining elements
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of O if necessary. As above, we use Δ[n]t
x to denote the object Δ[n]t with the

(n + 1)-tuple x of vertices. We then define sets

Ic,O = {(∂Δ[m] × Δ[n]t
x ∪ Δ[m] × ∂Δ[n]t

x)r → (Δ[m] × Δ[n]t
x)r}

for all m ≥ 0 and n ≥ 1, and

Jc,O = {(V[m, k] × Δ[n]t
x ∪ Δ[m] × ∂Δ[n]t

x)r → (Δ[m] × Δ[n]t
x)r}

for all m ≥ 1, n ≥ 1, 0 ≤ k ≤ m, and x ∈ On+1.
Given these maps, we are now able to prove the existence of the model

structure SSpO,c.

Proof of Theorem 6.2.5 The proofs that SSpO,c has finite limits and colimits,
satisfies the two-out-of-three and retract axioms, as well as the smallness for
the domains of Ic,O and Jc,O, are the same as for SSpO, f .

From the definitions of Ic,O and Jc,O, it follows that the Ic,O-fibrations are the
maps of Segal precategories with O in degree zero which are Reedy fibrations
and that the Jc,O-fibrations are the maps of Segal precategories withO in degree
zero which are Reedy acyclic fibrations. Furthermore, it follows from these
facts that the Ic,O-cofibrations are precisely the cofibrations and that the Jc,O-
cofibrations are precisely the acyclic cofibrations. �

We can then localize SSpO,c just as we localized SSpO, f .

Proposition 6.2.6 [29, §3] There is a model structure SeCatO,c on the cate-
gory of Segal precategories with object set O in which:

1 the weak equivalences are the local equivalences with respect to the maps
G(n)t

x → Δ[n]t
x for n ≥ 0 and x ∈ On; and

2 the cofibrations are those of SSpO,c; in particular, all objects are cofibrant.

Recall from Proposition 2.8.6 that the weak equivalences in a localized
model structure depend only on the weak equivalences in the original model
structure. Therefore, the weak equivalences in SeCat f ,O and SeCatc,O are the
same. Hence, we can prove the following.

Proposition 6.2.7 [29, 3.10] The adjoint pair given by the identity functor
induces a Quillen equivalence of model categories

SeCatO, f
��SeCatO,c.��

Proof Since the cofibrations in SeCatO, f are monomorphisms, the identity
functor

SeCatO, f → SeCatO,c
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preserves both cofibrations and acyclic cofibrations, so this adjoint pair is a
Quillen pair. It remains to show that for any cofibrant X in SeCatO, f and fibrant
Y in SeCatO,c, the map FX → Y is a weak equivalence if and only if the map
X → RY is a weak equivalence. However, this fact follows since the weak
equivalences are the same in each category. �

We conclude this section with characterizations of the fibrant objects in these
localized model structures.

Proposition 6.2.8 [24, 3.1] The fibrant objects in SSpO,c are fibrant in the
Reedy model structure on simplicial spaces. In particular, the fibrant objects
of SeCatO,c are the Segal categories which are Reedy fibrant.

Proof Let X be a fibrant object in SSpO,c. We need to show that the map
X → Δ[0]t has the right lifting property with respect to all levelwise acyclic
cofibrations in the Reedy model structure, not just the ones in SSpO,c. We first
consider the special case where A→ B is an acyclic cofibration in SSpO′,c for
some set O′ � O.

Using the 0-skeleta sk0(A) and sk0(X), we define a simplicial space A′ as the
pushout

sk0(A) sk0(X)

A A′.

Note in particular that the induced map A′0 → X0 is an isomorphism. Now,
define B′ as the pushout

A A′

B B′.

Because it is defined as a pushout along an acyclic cofibration in the Reedy
structure, the map A′ → B′ is also a Reedy acyclic cofibration, and A′0 � B′0 �
�OΔ[0]t. We make use of �OΔ[0]t here as the terminal object in the category
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SSpO,c and consider the commutative diagram

A A′ X

B B′ �OΔ[0]t

Δ[0]t.

Therefore there exists a lift B′ → X, from which there exists a lift B → X,
using the universal property of pushouts.

Now, suppose that A → B is a Reedy acyclic cofibration between simpli-
cial spaces which are not necessarily Segal precategories. Apply the reduction
functor to get a map Ar → Br, which must be an isomorphism in degree zero.
Since X and Δ[0]t are Segal precategories, we can factor our diagram as

A Ar X

B Br Δ[0]t.

Then, we obtain a lift Br → X from the previous argument, from which we
obtain a lift B→ X.

The second statement of the proposition follows from the fact that fibrant
objects in SeCatO,c are necessarily fibrant in SSpO,c, and that they are Segal
categories by construction of the localization. �

We can prove the following result using the same techniques.

Proposition 6.2.9 [24, 4.1] The fibrant objects in SeCatO, f are precisely the
Segal categories which have the set O in degree zero and are fibrant in the
projective model structure on simplicial spaces.

We conclude this section with a comparison result between simplicial cate-
gories with a fixed object set and Segal precategories with that same fixed set
in degree zero.

Recall from Proposition 4.2.4 that there is a model structure SCO on the cat-
egory whose objects are the simplicial categories with a fixed set O of objects
and whose morphisms are the functors which are the identity on the objects,
and that there is a model structure SeCatO, f on the category whose objects are
the Segal precategories with the set O in degree zero and whose morphisms are
the identity on degree zero.
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Theorem 6.2.10 [29, 5.5] There is an adjoint pair

FO : SeCatO, f
��SCO : RO��

which is a Quillen equivalence.

The proof of this theorem uses a generalization of a result by Badzioch [7,
6.5] which relates strict and homotopy algebras over an algebraic theory to
multi-sorted algebraic theories [28]. Since this argument would require an ex-
tensive treatment of these methods, we do not include it here. However, the
theorem is an important stepping-stone to the comparison between simplicial
categories and Segal categories without fixed objects.

6.3 The First Model Structure

In this section, we prove the existence of the model structure SeCatc.
To begin, we would like to define a functorial “localization” functor on

SeCat which assigns to any Segal precategory a Segal category which is weakly
equivalent to it in the Segal space model structure SeSp on the category of all
simplicial spaces.

Proposition 6.3.1 [30, §5] Given any Segal precategory X, there is a functor
Lc : SeCat → SeCat such that LcX is a Segal space which is a Segal category
weakly equivalent to X in SeSpc.

Proof We begin by considering a functorial fibrant replacement functor in
SeSpc and then modifying it so that it takes values in SeCat. Using Proposi-
tion 2.8.7, a choice of generating acyclic cofibrations for SeSpc is the set of
maps

{∂Δ[m] × Δ[n]t ∪ Δ[m] ×G(n)t → Δ[m] × Δ[n]t}

for n,m ≥ 0. Therefore, by Proposition 1.7.11 we can use the small object ar-
gument to construct a functorial fibrant replacement functor by taking a colimit
of pushouts, each of which is along the coproduct of all these maps.

If we apply this functor to a Segal precategory, the maps for which n = 0
are problematic because taking a pushout along one of them does not result
in a Segal precategory. We claim that we can obtain a functorial localization
functor Lc on the category SeCat by omitting these maps and simply taking a
colimit of iterated pushouts along the maps

∂Δ[m] × Δ[n]t ∪ Δ[m] ×G(n)t → Δ[m] × Δ[n]t

for n ≥ 1 and m ≥ 0.
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6.3 The First Model Structure 139

To see that this restricted set of maps is sufficient, consider a Segal precate-
gory X and the Segal category LcX we obtain from taking such a colimit. Then
for any m ≥ 0, consider the diagram

∂Δ[m] Maph(G(0)t, LcX)

Δ[m] Maph(Δ[0]t, LcX).

Since Δ[0]t is isomorphic to G(0)t, and since LcX is discrete in degree zero, the
right-hand vertical map is an isomorphism of discrete simplicial sets. There-
fore, a dotted arrow lift exists in this diagram. It follows that the map LcX →
Δ[0]t has the right lifting property with respect to the maps

∂Δ[m] × Δ[n]t ∪ Δ[m] ×G(n)t → Δ[m] × Δ[n]t

for all n,m ≥ 0. Therefore, LcX is fibrant in SeSpc, namely, a Segal space. �

Since LcX is a Segal space, we saw in Section 5.2 that it has mapping spaces
mapLcX(x, y) and an associated homotopy category Ho(LcX).

Definition 6.3.2 A map X → Y of Segal precategories is a Dwyer–Kan equiv-
alence if the induced map of Segal categories LcX → LcY is a Dwyer–Kan
equivalence of Segal spaces, in the sense of Definition 5.5.1.

In other words, X → Y is a Dwyer–Kan equivalence if LcX → LcY induces
a weak equivalence on all mapping spaces and an equivalence of homotopy
categories.

Theorem 6.3.3 [30, 5.1] There is a cofibrantly generated model structure
SeCatc on the category of Segal precategories such that

1 weak equivalences are the Dwyer–Kan equivalences; and

2 cofibrations are the monomorphisms, and in particular, every Segal precat-
egory is cofibrant.

We take as generating cofibrations the set

Ic = {(∂Δ[m] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t)r → (Δ[m] × Δ[n]t)r}

for all m ≥ 0 when n ≥ 1 and for n = m = 0. Notice that since taking a pushout
along such a map amounts to attaching an m-simplex to the space in degree n,
any cofibration can be written as a directed colimit of pushouts along the maps
of Ic.
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We then define the set Jc = {i : A → B} to be a set of representatives of
isomorphism classes of maps in SeCat satisfying two conditions:

1 the map i : A→ B is a monomorphism and a weak equivalence; and
2 for all n ≥ 0, the spaces An and Bn have countably many simplices.

Given these proposed generating acyclic cofibrations, we need the following
result. Its proof is highly technical, so we do not include it here, but it can be
found in [30].

Proposition 6.3.4 [30, 5.7] Any acyclic cofibration j : C → D in SeCatc can
be written as a directed colimit of pushouts along the maps in Jc.

Now, we have two definitions of acyclic fibration that we need to show co-
incide: the fibrations which are weak equivalences, and the maps with the right
lifting property with respect to the maps in Ic.

Proposition 6.3.5 [30, 5.8] The maps with the right lifting property with
respect to the maps in Ic are fibrations and weak equivalences.

Before giving a proof of this proposition, we begin by looking at the maps
in Ic and determining what an Ic-fibration looks like. If f : X → Y has the right
lifting property with respect to the maps in Ic, then for each n ≥ 1, the map
Xn → Pn is an acyclic fibration of simplicial sets, where Pn is the pullback in
the diagram

Pn Yn

(coskn−1 X)n (coskn−1 Y)n.

In the case that n = 0, the restrictions on m and n give us that the map X0 → Y0

is a surjection rather than the isomorphism we get in the Reedy case. Notice
that by the same argument given for the Reedy model structure, the simplicial
sets Pn are actually homotopy pullbacks and are therefore homotopy invariant.

We have the following technical result.

Lemma 6.3.6 [30, 5.9] Suppose that f : X → Y is a map of Segal precate-
gories which is an Ic-fibration. Then f is a Dwyer–Kan equivalence.

Proof of Proposition 6.3.5 Suppose that f : X → Y is an Ic-fibration. Then f
has the right lifting property with respect to all cofibrations. Since, in partic-
ular, it has the right lifting property with respect to the acyclic cofibrations, it
is a fibration by definition. It remains to show that f is a weak equivalence.
However, this fact follows from Lemma 6.3.6, proving the proposition. �
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We now state the converse, whose proof is again technical, and indeed builds
on the proof of Lemma 6.3.6.

Proposition 6.3.7 [30, 5.10] The maps in SeCatc which are both fibrations
and weak equivalences are Ic-fibrations.

Now we prove a lemma which we need to check the last condition for our
model structure.

Lemma 6.3.8 [30, 5.11] A pushout along a map of Jc is an acyclic cofibration
in SeCatc.

Proof Let j : A → B be a map in Jc. Notice that j is an acyclic cofibra-
tion in CSS. Since CSS is a model category, by Proposition 1.4.11 a pushout
along an acyclic cofibration is again an acyclic cofibration. If all the objects
involved are Segal precategories, then the pushout is again a Segal precategory
and therefore the pushout map is an acyclic cofibration in SeCatc. �

Proposition 6.3.9 [30, 5.12] If a map of Segal precategories is a Jc-cofibra-
tion, then it is an Ic-cofibration and a weak equivalence.

Proof By definition and Proposition 6.3.4, a Jc-cofibration is a map with the
left lifting property with respect to the maps which have the right lifting prop-
erty with respect to the acyclic cofibrations. Using the definition of fibration,
the Jc-cofibrations are hence the maps with the left lifting property with respect
to the fibrations.

Similarly, using Propositions 6.3.5 and 6.3.7, an Ic-cofibration is a map with
the left lifting property with respect to the acyclic fibrations. Thus, we need
to show that a map with the left lifting property with respect to the fibrations
has the left lifting property with respect to the acyclic fibrations and is a weak
equivalence. Since the acyclic fibrations are fibrations, it remains to show that
the maps with the left lifting property with respect to the fibrations are weak
equivalences.

Let f : A → B be a map with the left lifting property with respect to all
fibrations. By Lemma 6.3.8 above, we know that a pushout along maps of Jc

is an acyclic cofibration. Therefore, we can use the small object argument to
factor the map f : A → B as the composite of an acyclic cofibration A → A′

and a fibration A′ → B. Then there exists a dotted arrow lift in the diagram

A A′

B B

�

id
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showing that the map A → B is a retract of the map A → A′ and therefore a
weak equivalence. �

Proof of Theorem 6.3.3 Limits and colimits of Segal precategories (computed
as simplicial spaces) still have discrete 0-space and are therefore Segal precat-
egories. The two-out-of-three and retract properties hold similarly to the case
of Dwyer–Kan equivalences of simplicial categories.

It remains to show that the four conditions of Theorem 1.7.15 are satisfied.
The set Ic permits the small object argument because the generating cofibra-
tions in the Reedy model structure do. We can show that the objects A which
appear as the sources of the maps in Jc are small using an analogous argument
to the one for simplicial sets, so the set Jc permits the small object argument.
Thus, condition (1) of that theorem is satisfied.

Condition (2) is precisely the statement of Proposition 6.3.9. Condition (3)
and condition (4)(ii) of Theorem 1.7.15 are precisely the statements of Propo-
sitions 6.3.5 and 6.3.7, respectively. �

Corollary 6.3.10 [24, 3.2], [30, 5.3] The fibrant objects in SeCatc are pre-
cisely the Reedy fibrant Segal categories.

Proof Suppose that X is fibrant in SeCatc. Let A → B be any generating
acyclic cofibration in the Reedy model structure. As in the proof of Proposition
6.2.8, we can reduce this map and consider the diagram

A Ar X

B Br .

If we can prove that Ar → Br is an acyclic cofibration in SeCatc, then the
existence of the dotted arrow lift, and hence a lift B → X, will follow from
fibrancy of X in SeCatc.

Recall that generating acyclic cofibrations in the Reedy model structure are
of the form

V[m, k] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t → Δ[m] × Δ[n]t.

Recall from when we reduced the generating cofibrations in the Reedy struc-
ture that potential problems arose when n = 0. However, in this case here we
simply get the maps V[m, k]→ Δ[m], which always reduce to an isomorphism
of a single point. Although generating acyclic cofibrations for SeCatc are not
defined via these reduced maps, it is not difficult to check that they are still
acyclic cofibrations in SeCatc.
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Thus, we have established that X is Reedy fibrant. Further, since the maps

(Δ[m] ×G(n)t)r → (Δ[m] × Δ[n]t)r

for all m, n ≥ 0 are acyclic cofibrations in SeCatc, it follows that X is a Segal
category.

Conversely, let X be a Reedy fibrant Segal category and suppose that f : A→
B is a generating acyclic cofibration in SeCatc. We need to show that the map
X → Δ[0] has the right lifting property with respect to the map f . We know
that it has the right lifting property with respect to any such f which preserves
a fixed discrete space O in degree zero, by Proposition 6.2.8. Therefore, we
assume that f is an inclusion but is not surjective in degree zero.

Choose b ∈ B0 which is not in the image of f : A → B. Since f is a weak
equivalence, we know that b is equivalent in LcB to f (a) for some a ∈ (LcA)0 =

A0. Define (LcB)a to be the full Segal subcategory of LcB whose objects are b
and f (a). Let Ba be the subsimplicial space of B whose image is in (LcB)a.
Note that (Ba)0 = ((LcB)a)0 = {b, f (a)}.

Letting a also denote the doubly constant simplicial space given by a, we
define A1 to be a pushout given by

a Ba

A A1.

Notice that the map A → A1 has a section and that we can factor f as the
composite A→ A1 → B.

We now repeat this process by choosing a b′ which is not in the image of the
map A1 → B and a corresponding a′, and continue to do so, perhaps infinitely
many times, and take a colimit to obtain a Segal precategory Â such that the
map f factors as A → Â → B and there is a section Â → A. Furthermore,
notice that Â0 = B0 and that the map Â → B is an object-preserving acyclic
cofibration. Therefore, the dotted arrow lift exists in the following diagram:

Â X

B Δ[0],

which implies, using the section Â → A, that there is a dotted arrow lift in the
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diagram

A X

B Δ[0]. �

We further prove that SeCatc has additional structure. First, we have the
following immediate consequence of the fact that all objects are cofibrant.

Corollary 6.3.11 The model category SeCatc is left proper.

Proposition 6.3.12 [26, 6.3] The model category SeCatc has the structure of
a simplicial model category.

Proof We need to show that the axioms (MC6) and (MC7) for a simplicial
model category hold, in Definition 2.4.3. We begin with (MC6). Suppose that X
and Y are Segal precategories and K is a simplicial set. Define X⊗K = (X×K)r,
where the product is taken in the category of simplicial spaces. Then define
Map(X,Y) and YK just as for simplicial spaces; for the latter, observe that if
Y0 is discrete, then so is (YK)0 = (Y0)K . Then one can verify the necessary
isomorphisms to verify (MC6).

To check axiom (MC7), we need to show that if i : A → B is a cofibration
and p : X → Y is a fibration in SeCatc, then the pullback-corner map

Map(B, X)→ Map(A, X) ×Map(A,Y) Map(B,Y)

is a fibration of simplicial sets which is a weak equivalence if either i or p is.
Since we have defined mapping spaces to be the same as in the category of
simplicial spaces, we need only verify that a cofibration or fibration in SeCatc
is still a cofibration or fibration, respectively, in the Reedy model structure on
simplicial spaces. Since cofibrations are exactly the monomorphisms in both
categories, the case of cofibrations is immediate.

Suppose, then, that p is a fibration in SeCatc, so that it has the right lifting
property with respect to monomorphisms between Segal precategories which
are also Dwyer–Kan equivalences. In particular, it has the right lifting prop-
erty with respect to monomorphisms which are levelwise weak equivalences
of simplicial sets. Suppose that A → B is an acyclic cofibration in the Reedy
model structure. Then π0(A0) � π0(B0), so (Ar)0 � (Br)0. Therefore the map
Ar → Br is still a levelwise weak equivalence and monomorphism, and in
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particular a weak equivalence in SeCatc. Therefore we obtain a lift

A Ar X

B Br Y.

� p

Therefore, p is also a fibration in the Reedy model structure on simplicial
spaces. It follows that SeCatc satisfies axiom (MC7) and is a simplicial model
category. �

While we do not give a proof of the following result, we record it for com-
parison with other models.

Theorem 6.3.13 [110, 19.3.3] The model category SeCatc is cartesian.

6.4 The Equivalence With Complete Segal Spaces

In this section, we show that there is a Quillen equivalence between the model
categories SeCatc and CSS. We first need to show that we have an adjoint pair
of functors between the two categories.

Let I : SeCatc → CSS be the inclusion functor of Segal precategories into
the category of all simplicial spaces. We want to show that it has a right adjoint
functor R : CSS → SeCatc which “discretizes” the degree zero space.

Let W be a simplicial space. Define simplicial spaces U = cosk0(W0) and
V = cosk0(W0,0). There exist maps W → U ← V , using the universal property
of coskeleta and the inclusion, respectively, from which we take the pullback

RW V

W U.

Note that RW is a Segal precategory since V is. It is not hard to check that, if
W is a complete Segal space, then so are U and V . Although in general RW is
not expected to be complete, we claim that it is still a Segal space. If we restrict
to the simplicial sets in degree one in the above pullback square, we obtain

(RW)1 W0,0 ×W0,0

W1 W0 ×W0,

(6.3)
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and in degree two we get

(RW)1 ×(RW)0 (RW)1 (W0,0)3

W2 � W1 ×W0 W1 W0 ×W0 ×W0.

Looking at these pullbacks, and the analogous ones for higher n, we notice that
RW satisfies the Segal condition. Since we have already established that (RW)0

is discrete, we have shown that RW is a Segal category.
Observe that this construction is functorial, since coskeleta and pullbacks

are. We have thus defined a functor R : CSS → SeCatc.

Proposition 6.4.1 [30, 6.1] The functor R : CSS → SeCatc is right adjoint
to the inclusion I : SeCatc → CSS.

Proof We need to show that there is an isomorphism

HomSeCatc (Y,RW) � HomCSS(IY,W)

for any Segal precategory Y and simplicial space W.
Suppose that we have a map Y = IY → W. Since Y is a Segal precategory,

Y0 is equal to Y0,0 viewed as a constant simplicial set. Therefore, we can restrict
the map Y → W to a unique map Y → V , where V = cosk0(W0,0) as above.
Then, the universal property of pullbacks provides a unique map Y → RW.
Hence, we obtain a map

ψ : HomCSS(IY,W)→ HomSeCatc (Y,RW).

The map ψ is surjective because, given any map Y → RW, we can compose it
with the map RW → W to obtain a map Y → W.

Now for any Segal precategory Y , consider the diagram

Y

RW V

W U.

The image of the map Y0 → W0 is contained in W0,0 since Y is a Segal pre-
category, so it uniquely determines the map Y → V . Therefore, given a map
Y → RW, it could only have come from one map Y → W. Thus, ψ is injec-
tive. �
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Now we need to show that this adjoint pair respects the model structures.

Proposition 6.4.2 [30, 6.2] The adjoint pair of functors

I : SeCatc
��CSS : R��

defines a Quillen pair.

Proof It suffices to show that the inclusion functor I preserves cofibrations
and acyclic cofibrations. It preserves cofibrations because they are defined to
be the monomorphisms in each category. In each of the two model categories,
a map is a weak equivalence if it is a Dwyer–Kan equivalence after localiz-
ing to obtain a Segal space, as given in Theorem 5.5.6. Thus, in each case an
acyclic cofibration is a monomorphism satisfying this property. Therefore, the
inclusion map I preserves acyclic cofibrations. �

Theorem 6.4.3 [30, 6.3] The Quillen pair

I : SeCatc
��CSS : R��

defines a Quillen equivalence.

Proof Here, we apply Proposition 1.6.4(2) and show that I reflects weak
equivalences between cofibrant objects and that, for any complete Segal space
W in CSS, the map I((RW)c) = IRW → W is a weak equivalence in SeCatc.

The fact that I reflects weak equivalences between cofibrant objects follows
from the same argument as from the proof of the Quillen pair. To prove the
second part, it remains to show that the map j : RW → W in the pullback
diagram

RW V

W U

j

is a Dwyer–Kan equivalence. It suffices to show that the map of objects
ob(RW) → ob(W) is surjective and that the map mapRW (x, y) → mapW ( jx, jy)
is a weak equivalence. By the definition of RW, we know that ob(RW) =
ob(W). In particular, jx = x and jy = y. It remains to show that mapRW (x, y) �
mapW (x, y). However, this map is precisely the induced map on fibers of the
horizontal maps in the diagram (6.3) over points in (the image of) W0,0 ×W0,0.
Therefore, the map RW → W is a Dwyer–Kan equivalence. �
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6.5 The Second Model Structure

The model structure SeCatc is good for establishing the Quillen equivalence
with the complete Segal space model structure, but a comparison with SC is
more difficult. The difficulty is that SeCatc has all monomorphisms as cofi-
brations, and not all of them are preserved by the left adjoint to the simplicial
nerve functor. Therefore, we need another model structure SeCat f , with fewer
cofibrations, to obtain such a Quillen equivalence.

For the model structure SeCatc, we started with the generating cofibrations
in the Reedy model category structure and adapted them to be generating cofi-
brations of Segal precategories. For this second model structure, we use modi-
fied generating cofibrations from the projective model structure on the category
of simplicial spaces so that the objects involved are Segal precategories.

We want the weak equivalences in this model structure to be the same as
those of SeCatc, namely, the Dwyer–Kan equivalences. However, there is one
technicality we need to address.

To define the weak equivalences for the new model structure, we want to
use a functorial localization in SeSp f rather than SeSpc. We can define a
localization functor Lf in the same way that we defined Lc but making neces-
sary changes in light of the fact that we are starting from the model structure
SeSp f . However, just as in the fixed-object situation, we can use Proposition
2.8.6 to see that the weak equivalences in the two model structures agree.

Recall the set of maps I f , obtained by modifying the generating cofibrations
in the projective model structure, from Section 6.1.

Theorem 6.5.1 [30, 7.1] There is a cofibrantly generated model structure
SeCat f on the category of Segal precategories in which

1 the weak equivalences are the Dwyer–Kan equivalences; and

2 the cofibrations are the maps which can be formed by taking iterated push-
outs along the maps of the set I f .

We define the set J f to be a set of isomorphism classes of maps {i : A → B}
such that

1 the map i : A→ B is an acyclic cofibration, and

2 for all n ≥ 0, the spaces An and Bn have countably many simplices.

We would like to show that I f is a set of generating cofibrations and that J f

is a set of generating acyclic cofibrations for SeCat f .
We begin with the following lemma, whose proof is similar to that of Propo-

sition 6.3.4.
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Lemma 6.5.2 [30, 7.2] Any acyclic cofibration j : C → D in SeCat f can be
obtained as a directed colimit of pushouts along the maps in J f .

We have the following characterization of the acyclic fibrations.

Proposition 6.5.3 [30, 7.3] A map f : X → Y is an acyclic fibration in
SeCat f if and only if it is an I f -fibration.

Proof First suppose that f has the right lifting property with respect to the
maps in I f . Then we claim that for each n ≥ 0 and (v0, . . . , vn) ∈ Xn+1

0 , the
map Xn(v0, . . . , vn) → Yn( f v0, . . . , f vn) is an acyclic fibration of simplicial
sets. This fact, however, follows from Lemma 6.1.5. In particular, it is a weak
equivalence, and therefore a proof similar to that of Lemma 6.3.6 can be used
to show that the map X → Y is a Dwyer–Kan equivalence, completing the
proof of the first implication.

To prove the converse, assume that f is a fibration and a weak equivalence.
Then we can apply the proof of Proposition 6.3.7, making the factorizations in
the projective model structure rather than in the Reedy model structure. The
argument follows analogously. �

Proposition 6.5.4 [30, 7.4] A map in SeCat f is a J f -cofibration if and only
if it is an I f -cofibration and a weak equivalence.

Proof This proof follows just as the proof of Proposition 6.3.9, again using
the projective structure rather than the Reedy structure. �

Proof of Theorem 6.5.1 As before, we must check the conditions of Theorem
1.7.15. Condition (1) follows just as in the proof of Theorem 6.3.3. Condition
(2) is precisely the statement of Proposition 6.5.4. Condition (3) and condition
(4)(ii) follow from Proposition 6.5.3 after applying Lemma 6.5.2. �

We have the following properties of the model category SeCat f .

Theorem 6.5.5 [24, 4.2] The fibrant objects in SeCat f are precisely the Se-
gal categories which are fibrant in the projective model category structure on
simplicial spaces.

Proof The argument given for SeCatc can be applied in this case. �

Proposition 6.5.6 The model category SeCat f is left proper.
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Proof Consider a pushout diagram

A C

B D

g

�
f

h

in which f is a cofibration and g is a weak equivalence. We want to show
that h is a weak equivalence. Since f is a cofibration in SeCat f , it is also a
cofibration in SeCatc. Since we know by Corollary 6.3.11 that SeCatc is left
proper, and since weak equivalences are the same in both model structures, we
can conclude that h is a weak equivalence in SeCat f . �

In general, the model category SeCat f is not as nice as SeCatc. We have
already seen that neither its fibrations nor its cofibrations seem to have a clean
description, and it is known not to be cartesian [110, 19.5.1]. Nonetheless, it
will be useful in the next section. Furthermore, the two model structures are
Quillen equivalent.

Theorem 6.5.7 [30, 7.5] The identity functor induces a Quillen equivalence

SeCat f
��SeCatc.��

Proof Since both maps are the identity functor, they form an adjoint pair.
Notice that the cofibrations of SeCat f form a subclass of the cofibrations of
SeCatc since they are monomorphisms. Similarly, the acyclic cofibrations of
SeCat f form a subclass of the acyclic cofibrations of SeCatc. In particular,
these observations imply that the identify functor SeCat f → SeCatc preserves
cofibrations and acyclic cofibrations. Hence, we have a Quillen pair.

It remains to show that this pair is a Quillen equivalence. To do so, we
must show that, given any cofibrant object X in SeCat f and fibrant object Y
in SeCatc, a map X → Y is a weak equivalence in SeCat f if and only if its
corresponding adjoint map, which is just X → Y again, is a weak equivalence
in SeCatc. But, we have already established that the weak equivalences are the
same in each category, completing the proof. �

Remark 6.5.8 One might ask at this point why we could not just use the
SeCat f model category structure and show a Quillen equivalence between it
and the model category structure CSS f where we localize the projective model
category structure (rather than the Reedy) with respect to the same maps.

However, if we work with “complete Segal spaces” which are fibrant in the
projective model structure rather than in the Reedy structure, then for a fibrant
object W, the map W → U used in defining the right adjoint CSS → SeCatc
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need not be a fibration. Therefore, the pullback RW is no longer a homotopy
pullback and in particular not homotopy invariant. If RW is not homotopy in-
variant, then there is no guarantee that the map RW → W is a Dwyer–Kan
equivalence, and the argument for a Quillen equivalence fails. Thus, theSeCatc
and CSS model structures as we have defined them are necessary for the ar-
guments that we have used. In any case, it is useful in practice to have model
structures in which all objects are cofibrant.

6.6 The Equivalence With Simplicial Categories

We begin by defining an adjoint pair of functors between the two categories
SC and SeCat f . The simplicial nerve functor R : SC → SeCat f is the right
adjoint in this pair. Via this nerve functor, we regard simplicial categories as
strictly local Segal spaces, or strictly local objects in the sense of Definition
2.8.9, with respect to the maps with which we localize to obtain the Segal
space model structure.

Although we are actually working in the subcategory of Segal precategories,
rather than the category of all simplicial spaces, we can still use Lemma 2.8.10
to obtain a left adjoint functor F to our inclusion map R, since the construction
defining F preserves the property of having a discrete space in degree zero,
being defined by iterated pushouts.

The following result gives a formal justification for our overlap of terminol-
ogy between simplicial categories and Segal spaces or Segal categories.

Proposition 6.6.1 A simplicial functor C → D is a Dwyer–Kan equivalence
of simplicial categories if and only if its induced map on simplicial nerves
RC → RD is a Dwyer–Kan equivalence of Segal precategories.

Proof Since the simplicial nerve of a simplicial category is a strict Segal
category, its localization is the identity, perhaps up to a fibrant replacement.
However, the simplicial nerve preserves objects, and can be shown to preserve
mapping spaces. The result follows. �

In the proof of the following result, we see the benefit of having made the
comparison in the fixed object set case.

Proposition 6.6.2 [30, 8.3] The adjoint pair

F : SeCat f
��SC : R��

is a Quillen pair.
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Proof We want to show that the left adjoint F preserves cofibrations and
acyclic cofibrations. We begin by considering cofibrations.

Since F is a left adjoint functor, it preserves colimits. Therefore, using
Proposition 1.7.14, it suffices to show that F preserves the set I f of gener-
ating cofibrations in SeCat f . Recall that the elements of this set are the maps
Pm,n → Qm,n for m, n ≥ 0. We begin by considering the maps Pn,1 → Qn,1

for any n ≥ 0. The strict localization of such a map is precisely the map of
simplicial categories U∂Δ[n] → UΔ[n] which is a generating cofibration in
SC. Then one can check that the strict localization of any Pm,n → Qm,n can be
obtained as the colimit of iterated pushouts along the generating cofibrations
of SC. Therefore, F preserves cofibrations.

We now need to show that F preserves acyclic cofibrations. To do so, first
consider the model structureSeCatO, f on Segal precategories with a fixed setO
in degree zero and the model structureSCO of simplicial categories with a fixed
object set O. Recall from Theorem 6.2.10 that there is a Quillen equivalence

FO : SeCatO, f
��SCO : RO.��

In particular, if X is a cofibrant object of SeCatO, f , then there is a weak equiv-
alence X → RO((FOX) f ). Notice that FO agrees with F on Segal precategories
with the set O in degree zero, and similarly RO agrees with R.

Suppose first that X → Y is an acyclic cofibration between cofibrant objects
in SeCat f , and let O = X0 and O′ = Y0. Consider the commutative diagram

X Lf X

Y Lf Y

�

�

where the upper and lower horizontal maps are weak equivalences not only in
SeCat f , but also in SeCatO, f and SeCatO′, f , respectively. However, the func-
tors FO and FO′ (and hence also F) preserve these weak equivalences, giving
a diagram

FX FLf X

FY FLf Y

�

�

in which the indicated maps are weak equivalences. Thus, to prove that FX →
FY is a weak equivalence, it suffices to prove that FLf X → FLf Y is a weak

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.008
https://www.cambridge.org/core


6.6 The Equivalence With Simplicial Categories 153

equivalence. Applying the adjunction (F,R), we can instead consider the dia-
gram

Lf X RFLf X

Lf Y RFLf Y

�

�

in which the indicated maps are weak equivalences from the fixed-object Quillen
equivalence. However, we know that the left-hand vertical map is a weak
equivalence, so the right-hand vertical map must be also. Using Proposition
6.6.1, it follows that FLf X → FLf Y is a weak equivalence. Thus, we have
shown that F preserves acyclic cofibrations between cofibrant objects.

It remains to show that F preserves all acyclic cofibrations. Suppose that
f : X → Y is an acyclic cofibration in SeCat f . Applying the cofibrant replace-
ment functor to the map X → Y , we obtain an acyclic cofibration Xc → Yc,
and in the resulting commutative diagram

Xc Yc

X Y

the vertical arrows are levelwise weak equivalences.
Now consider the following diagram, where the top square is a pushout dia-

gram:

Xc Yc

X Y ′

X Y.

�

�

=

�

Notice that all three of the horizontal arrows are acyclic cofibrations in SeCat f ,
the upper and lower by assumption and the middle one because pushouts pre-
serve acyclic cofibrations by Proposition 1.4.11. Now we apply the functor F
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to this diagram to obtain the diagram

FXc FYc

FX FY ′

FX FY.

�

=

� (6.4)

The top horizontal arrow is an acyclic cofibration since F preserves acyclic
cofibrations between cofibrant objects. Furthermore, since F is a left adjoint
and hence preserves colimits, the middle horizontal arrow is also an acyclic
cofibration because the top square is a pushout square.

Now we work in the category of Segal precategories under X, whose objects
are maps X → Y in SeCatc. To show that the bottom horizontal arrow of
diagram (6.4) is an acyclic cofibration, consider the following diagram in the
category of cofibrant objects under X:

X Y ′

Y.

Now, let O′′ denote the subset of (Y ′)0 which is not in the image of X0. Now
we have the diagram in the category of cofibrant objects under X � O′′ with
the same set in degree zero:

X � O′′ Y ′′

Y.

However, since we are now working in the fixed-object context, we know by
Theorem 6.2.10 that FO′′ is the left adjoint of a Quillen equivalence, and there-
fore the map FO′′Y ′ → FO′′Y is a weak equivalence in SCO′′ , and in particular
a Dwyer–Kan equivalence when regarded as a map in SC. It follows that the
map FY ′ → FY is a weak equivalence, from which we can conclude, using
(6.4), that FX → FY is a weak equivalence. Thus F preserves acyclic cofibra-
tions. �

The following lemma again uses the perspective that a Segal category is a
local diagram and a simplicial category is a strictly local diagram in SeCat f ;
we omit the nerve notation for simplicity.
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Lemma 6.6.3 [30, 8.5] Let X be a cofibrant object in SeCat f . Then the map
X → FX is a Dwyer–Kan equivalence.

Proof First consider a cofibrant object in SeCat f of the form �iQmi,ni . If Y
is a fibrant object in SeCat f , then we can use Proposition 2.4.10 and Remark
6.1.4 to obtain the weak equivalences

MapSeCat f

⎛⎜⎜⎜⎜⎜⎝
∐

i

Qmi,ni ,Y

⎞⎟⎟⎟⎟⎟⎠ �
∏

i

MapSeCat f
(Qmi,ni ,Y)

�
∏

i

∐
v0,...,vn

MapSSets(Δ[mi],mapY (v0, . . . , vni ))

�
∏

i

∐
v0,...,vn

MapSSets(Δ[0],mapY (v0, . . . , vni ))

� MapSeCat f

⎛⎜⎜⎜⎜⎜⎝
∐

i

Q0,ni ,Y

⎞⎟⎟⎟⎟⎟⎠

� MapSeCat f

⎛⎜⎜⎜⎜⎜⎝
∐

i

Δ[ni]
t,Y

⎞⎟⎟⎟⎟⎟⎠ .
Therefore, we have reduced to the case of objects of the form �iΔ[ni]t, which
are Segal categories. Indeed, they are simplicial nerves of ordinary categories
and thus strictly local diagrams. It follows that the map

∐
i

Δ[ni]
t → F

⎛⎜⎜⎜⎜⎜⎝
∐

i

Δ[ni]
t

⎞⎟⎟⎟⎟⎟⎠
is a Dwyer–Kan equivalence.

Now suppose that X is any cofibrant object in SeCat f . By Proposition 2.5.3,
X can be written as colimΔop X j, where each Xj has the form �iΔ[ni]t. If Y is a
fibrant object in SeCat f which is strictly local, we have

MapSeCat f
(colimΔop X j,Y) � lim

Δ
MapSeCat f

(Xj,Y)

� lim
Δ

MapSeCat f
(FXj,Y)

� MapSeCat f
(colimΔop FXj,Y)

� MapSeCat f
(F(colimΔop (FXj)),Y).

We can now apply Proposition 2.8.11, which says that

F(colim(FXj)) � F(colim Xj).

Therefore we have

MapSeCat f
(F(colimΔop (FXj)),Y) � MapSeCat f

(FX,Y).

It follows that the map X → FX is a Dwyer–Kan equivalence. �
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We are now able to prove the main result of this section.

Theorem 6.6.4 [30, 8.6] The Quillen pair

F : SeCat f
��SC : R��

is a Quillen equivalence.

Proof We first show that F reflects weak equivalences between cofibrant
objects. Let f : X → Y be a map of cofibrant Segal precategories such that
F f : FX → FY is a weak equivalence of simplicial categories. (Since F pre-
serves cofibrations, both FX and FY are again cofibrant.) Then consider the
following diagram:

FX Lf FX Lf X

FY Lf FY Lf Y.

�

By assumption, the leftmost vertical arrow is a Dwyer–Kan equivalence. The
horizontal arrows of the left-hand square are also Dwyer–Kan equivalences by
definition. Since X and Y are cofibrant, Lemma 6.6.3 shows that the horizontal
arrows of the right-hand square are Dwyer–Kan equivalences. The commuta-
tivity of the whole diagram shows that the map Lf FX → Lf FY is a Dwyer–
Kan equivalence and thus that the map Lf X → Lf Y is also. Therefore, F
reflects weak equivalences between cofibrant objects.

Now, we show that, given any fibrant simplicial category Y , the map

F((RY)c)→ Y

is a Dwyer–Kan equivalence. Consider a fibrant simplicial category Y and ap-
ply the functor R to obtain a Segal category which is levelwise fibrant and
therefore fibrant in SeCat f . Its cofibrant replacement is Dwyer–Kan equiva-
lent to it in SeCat f . Then, by the above argument, strictly localizing this object
again yields a Dwyer–Kan equivalent simplicial category. �
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7

Quasi-Categories

In this chapter, we look at yet another model for (∞, 1)-categories with compo-
sition only defined up to homotopy. While we still use simplicial techniques,
this model has a substantially different flavor. Whereas Segal categories and
complete Segal spaces are kinds of simplicial spaces, quasi-categories are in-
stead simplicial sets.

7.1 Basic Definitions

We first recall the following definition, which was given previously as Defini-
tion 3.2.5.

Definition 7.1.1 A simplicial set K is a quasi-category if a lift exists in any
diagram

V[n, k] K

Δ[n]

for 0 < k < n.

We saw there that the idea of a quasi-category is that it looks like the nerve of
a category, but with nonunique composition. It this sense, it is similar in spirit
to Segal categories and complete Segal spaces. However, one main difference is
that a quasi-category is a simplicial set, rather than a simplicial space. In other
words, we are encoding the same essential information but in a simpler object.
This structural difference has advantages and disadvantages: one advantage is
that a quasi-category is a simpler kind of object, while a disadvantage is that

157
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158 Quasi-Categories

the categorical properties are more compressed. A quasi-category is in some
sense a more categorical, rather than topological, structure.

Since we have been looking at structures with weak composition through
the lens of Segal conditions in the last two chapters, let us take the opportunity
to connect the Segal condition to the inner horn-filling condition used in the
definition of a quasi-category.

Proposition 7.1.2 A simplicial set K is a quasi-category if and only if a lift
exists in any diagram of the form

G(n) K

Δ[n]

for any n ≥ 2.

Proof Consider any diagram of the form

V[2, 1] K

Δ[2] .

Since V[2, 1] = G(2), the existence of the dotted arrow lift is equivalent to
surjectivity of the map

ϕ2 : K2 = Hom(Δ[2],K)→ Hom(G(2),K) = K1 ×K0 K1.

Now, for n > 2, consider the diagram

G(n) K

V[n, k]

Δ[n] .

f

g

First, suppose K is a quasi-category, and suppose that the Segal maps

ϕi : Ki → K1 ×K0 · · · ×K0 K1︸����������������︷︷����������������︸
i

are surjective for all i < n. Since V[n, i] can be obtained from G(n) by taking
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pushouts along the Segal maps ϕi for 2 ≤ i < n, by induction the lift f exists.
The existence of g follows from the fact that K is a quasi-category.

Conversely, suppose the maps ϕi are all surjective, and suppose the inner
horn-filling conditions hold for dimensions less than n. Then the lift g exists
by assumption, and the lift f can be defined as the composite of g with the horn
inclusion. �

Equivalently, this proposition says that K is a quasi-category if and only if
the Segal maps ϕn : Kn → X1 ×X0 · · · ×X0 X1 are surjective for every n ≥ 2.

We would like to prove that there is a model structure on the category of
simplicial sets in which the fibrant objects are the quasi-categories. To begin,
we set up to define appropriate weak equivalences.

As we want to consider quasi-categories as weak versions of simplicial cate-
gories, we need to consider simple maps, each of which includes a single point
into a larger but weakly equivalent quasi-category. Just as for complete Segal
spaces, we make use of the simplicial set E whose definition we recall.

Definition 7.1.3 Let E be the nerve of the groupoid with two objects and a
single isomorphism between them.

Remark 7.1.4 The object E is denoted by E1 by Dugger and Spivak [51, 52]
and J by Joyal [73].

Definition 7.1.5 Suppose f , g : A → K are maps of simplicial sets with K
a quasi-category. The maps f and g are E-homotopic, denoted by f ∼ g, if
there exists a map H : A × E → K such that Hi0 = f and Hi1 = g, where
i0, i1 : A→ A × E are the natural inclusions.

One can check that E-homotopy defines an equivalence relation on the set of
maps A → K. Let [A,K]E denote the set of equivalence classes. Equivalently,
we can regard [A,K]E as a coequalizer

Hom(A × E,K)⇒ Hom(A,K)→ [A,K]E .

Definition 7.1.6 A map A → B of simplicial sets is a Joyal equivalence if,
for every quasi-category K, the induced map of sets

[B,K]E → [A,K]E

is an isomorphism.

Joyal refers to these maps as weak categorical equivalences, whereas Lurie
simply calls them categorical equivalences [88]. We are now able to describe
our desired model structure.
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160 Quasi-Categories

Theorem 7.1.7 [51, 2.13], [88, 2.2.5.1] There exists a cofibrantly generated
model structure on the category of simplicial sets in which:

1 the cofibrations are the monomorphisms,
2 the fibrant objects are the quasi-categories, and
3 the weak equivalences are the Joyal equivalences.

We denote this model structure by QCat. Note that it is left proper because
every object is cofibrant, by Proposition 1.7.3.

The proof of Theorem 7.1.7 is given at the end of Section 7.3, after providing
some preliminary results.

Now that we have two different model structures on the category of sim-
plicial sets, both of which are used in this chapter, we make the following
distinctions in terminology. In QCat, we use the adjective Joyal, and thus refer
to Joyal fibrations and Joyal equivalences. To emphasize the difference, in the
model structure SSets from Theorem 2.2.5, we use the adjective Kan, and so
specify Kan fibrations and Kan weak equivalences. Since the classes of cofi-
brations agree in both model structures, we have no need for this distinction.

There are several proofs of this theorem, due to Joyal [73], Lurie [88],
and Dugger and Spivak [51]. We closely follow the treatment of Dugger and
Spivak.

We must first establish a number of preliminary results. The first feature
we investigate in QCat is the interplay between two kinds of equivalences.
We have already seen the definition of Joyal equivalence, but the notion of
E-homotopy suggests the following definition.

Definition 7.1.8 A map f : K → L of simplicial sets is an E-homotopy equiv-
alence if there is a map g : L→ K such that f g and g f are E-homotopic to idL

and idK , respectively.

Remark 7.1.9 [51, 2.10] The relationship between Joyal equivalence and
E-homotopy equivalence is analogous to that of homotopy equivalence and
weak homotopy equivalence in T op. Specifically, any E-homotopy equiva-
lence f : X → Y is a Joyal equivalence. If X and Y are quasi-categories,
then the converse statement also holds. Observe that either of the two maps
Δ[0]→ E is an E-homotopy equivalence.

7.2 Properties of Acyclic Cofibrations

The goal of this section is to prove the following result which shows that our
desired acyclic cofibrations for QCat behave appropriately.

Theorem 7.2.1 The class of cofibrations which are Joyal equivalences is
closed under pushouts and transfinite composition.
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7.2 Properties of Acyclic Cofibrations 161

We prove this proposition by making an explicit comparison with the acyclic
cofibrations in the Kan model structure on simplicial sets, which requires inter-
mediate results which in turn require making several definitions. An important
point is that the acyclic cofibrations in QCat are not quite so simple to charac-
terize as those in SSets, and in particular they are not generated by the inner
horn inclusions alone. However, looking at inner horn inclusions is a good
place to start our investigation. The terminology given here is inspired by the
fact that Kan acyclic cofibrations are often called anodyne maps.

Definition 7.2.2 A map of simplicial sets is inner anodyne if it can be con-
structed out of the maps V[n, k] → Δ[n], where n ≥ 2 and 0 < k < n, by
pushouts and transfinite compositions. A map of simplicial sets is an inner fi-
bration if it has the right lifting property with respect to inner horn inclusions,
and hence with respect to all inner anodyne maps.

By definition, any quasi-category is inner fibrant, in that it has the right lift-
ing property with respect to all inner anodyne maps. Given maps of simplicial
sets f : A→ B and g : C → D, consider the induced pushout-product map

A × D ∪A×C B ×C → B × D.

We begin with two technical results concerning such maps. The first is
proved in appendix B of [51].

Proposition 7.2.3 [51, 2.3] Let K be a quasi-category. Then the map K →
Δ[0] has the right lifting property with respect to the maps

A × E ∪A×{0} B × {0} → B × E

for every monomorphism A→ B.

Proposition 7.2.4 [51, 2.6] If V[n, k] → Δ[n] is an inner horn inclusion and
A→ B is any monomorphism, then the map

V[n, k] × B ∪V[n,k]×A Δ[n] × A→ Δ[n] × B

is inner anodyne.

The proof can be found in appendix A of [51]. An adjoint version can be
used to prove the following result.

Proposition 7.2.5 [51, 2.7] If A → B is a monomorphism and K → L is an
inner fibration, then the pushout-product map

KB → KA ×LA LB
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162 Quasi-Categories

is an inner fibration. In particular, if K is a quasi-category, then so is KA for
any simplicial set A.

To continue our investigation of Joyal acyclic cofibrations, we need to con-
sider horn inclusions for which one of the outer edges can be thought of as
invertible in some sense. To be more precise, we need to define the notion of
equivalence within a quasi-category. The definition can be stated for any sim-
plicial set.

Definition 7.2.6 Let K be a simplicial set. An equivalence in K is a 1-simplex
Δ[1]→ K which can be extended to a map E → K.

When K is a quasi-category, we expect these equivalences to resemble iso-
morphisms in a category. To get a sense of how equivalences in a quasi-category
behave, we give the following equivalent characterizations. The proof can be
found in appendix B of [51].

Proposition 7.2.7 [51, 2.2] Let K be a quasi-category, and let f : Δ[1] → K
be a 1-simplex. The following statements are equivalent.

1 The 1-simplex f is an equivalence.

2 The 1-simplex f can be extended to a map sk2(E)→ K.

3 The 1-simplex f has a left inverse and a right inverse. That is, there exist
2-simplices in K of the form

a b b a

a b.

f

ida

g

h

idb

f

Our purpose in considering these equivalences within a quasi-category is to
specify horns for which the image of certain edges is an equivalence. For the
n-simplex Δ[n] and any 0 ≤ k < n, we denote by Δ[n]k,k+1 the restriction of
Δ[n] to the single 1-simplex given by k → k + 1.

Definition 7.2.8 [51, A.3] Let K be a simplicial set.

1 A map h : V[n, k]→ K is a special right horn if k = n and h(Δ[n]n−1,n) is an
equivalence in K.

2 A map h : V[n, k] → K is a special left horn if k = 0 and h(Δ[n]0,1) is an
equivalence in K.

3 A special outer horn is either a special left horn or a special right horn.

4 A horn h is special if it is either an inner horn or a special outer horn.
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7.2 Properties of Acyclic Cofibrations 163

5 A map f : K → L is special outer anodyne if it is a composite of pushouts
along special outer horns. It is special anodyne if it is the composite of
pushouts along special horns.

Given any n ≥ 1, consider the map

Δ[0] × Δ[n] ∪Δ[0]×∂Δ[n] E × ∂Δ[n]→ E × Δ[n]

induced from the inclusions Δ[0] → E and ∂Δ[n] → Δ[n]. Observe that the
domain of this map can be simplified to

Δ[n] �∂Δ[n] E × ∂Δ[n].

Lemma 7.2.9 [51, A.4] For any n ≥ 1, the map

Δ[n] ∪∂Δ[n] E × ∂Δ[n]→ E × Δ[n]

is special anodyne.

Let us now consider some lifting properties involving special horns; for the
first, we again refer the reader to appendix B of [51] for the proof.

Proposition 7.2.10 [51, B.11] Let K and L be quasi-categories. A lift exists
in any diagram

V[n, 0] K

Δ[n] L

p

m

in which p is a special left horn and K → L is an inner fibration. Similarly, a
lift exists when p is replaced by a special right horn q : V[n, n]→ K.

Proposition 7.2.11 [51, B.15] Let f : K → L be an inner fibration between
quasi-categories which has the right lifting property with respect to Δ[0]→ E.
Given any monomorphism A→ B, the map f has the right lifting property with
respect to the map

B ∪A E × A→ E × B.

Equivalently, using adjointness, the map XE → K ×L LE is a Kan acyclic
fibration.

Proof By Lemma 7.2.9 and Proposition 7.2.10, we know that f has the right
lifting property with respect to

Δ[n] �∂Δ[n] E × ∂Δ[n]→ E × Δ[n]

for any n > 0. When n = 0, this map is just the inclusion Δ[0] → E, so
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this case holds by assumption. Since every monomorphism is generated by the
boundary inclusions ∂Δ[n] → Δ[n], the result follows in the remaining cases
by induction on simplices. �

Thus, we can see that maps with the right lifting property with respect to
Δ[0]→ E are also key.

Definition 7.2.12 A map K → L is a special inner fibration if it has the right
lifting property with respect to the inclusion Δ[0] → E and with respect to all
inner horn inclusions.

Note that if K is a quasi-category then the unique map K → Δ[0] is a special
inner fibration, using the retraction E → Δ[0].

We can now state the first of two tools that we will use to prove Theorem
7.2.1.

Proposition 7.2.13 [51, C.1] Let K and L be quasi-categories. If K → L is
a special inner fibration and A → B is a monomorphism, then the pullback-
corner map KB → KA ×LA LB is also a special inner fibration.

Proof We proved in Proposition 7.2.5 that the map KB → KA ×LA LB is an
inner fibration. Now we can use Proposition 7.2.11 to show that it also has the
right lifting property with respect to the map Δ[0] → E, making it a special
inner fibration. �

The second result we need is the following lemma which gives two criteria
for when Joyal equivalences are Kan acyclic fibrations.

Proposition 7.2.14 [51, C.3] Let K and L be quasi-categories.

1 If a map K → L is a special inner fibration and a Joyal equivalence, then it
is a Kan acyclic fibration.

2 If A → B is a monomorphism and a Joyal equivalence, then KB → KA is a
Kan acyclic fibration.

Proof Given a quasi-category K, let R(K) be the maximal Kan complex con-
tained in K, and observe that R(K)0 = K0. If Kan ⊆ SSets denotes the full
subcategory of Kan complexes, then R : SSets → Kan is right adjoint to the
inclusion Kan→ SSets. In particular, R preserves products.

If K and L are quasi-categories and f : K → L is a special inner fibration,
we claim that the map R( f ) : R(K)→ R(K) is a Kan fibration. We first observe
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that R( f ) is an inner fibration using the diagram

V[n, k] K R(K)

Δ[n] L R(L).

f R( f )

Now observe that any outer horn is special in a Kan complex, so in particular
in R(K). Then we can apply Proposition 7.2.10 to see that R( f ) has the right
lifting property with respect to outer horns. Thus, R( f ) is a Kan fibration.

Now, since f is a Joyal equivalence between quasi-categories, it is an E-
homotopy equivalence by Remark 7.1.9. Using the fact that R(K×E) � R(K)×
R(E) � R(K)×E, we can see that R( f ) is also an E-homotopy equivalence. Re-
stricting from E to Δ[1], it is therefore an ordinary homotopy equivalence. But
a homotopy equivalence between Kan complexes is a Kan weak equivalence.

To prove (2), first recall by Proposition 7.2.5 that if K is a quasi-category,
then so is KC for any simplicial set C. Thus, the map KB → KA is a map of
quasi-categories. By (1), it suffices to show that this map is both a special inner
fibration and a Joyal equivalence. We can see that it is a special inner fibration
by applying Proposition 7.2.13 to the maps K → Δ[0] and A→ B.

Now we show that KB → KA is a Joyal equivalence. Since KC is a quasi-
category for any quasi-category K and simplicial set C, the map [B,KC]E →
[A,KC]E is an isomorphism. Using adjointness, we obtain isomorphisms

[C,KB]E � [C × B,K]E

� [B,KC]E

� [A,KC]E

� [A ×C,K]E

� [C,KA]E .

If we consider the cases C = KA and C = KB, we can see that KB → KA is an
E-homotopy equivalence. By Remark 7.1.9, it is a Joyal equivalence. �

We are finally able to prove the main result of this section.

Proof of Theorem 7.2.1 First, recall that monomorphisms and maps defined
by a left lifting property are closed under pushouts and transfinite composi-
tions. Since Joyal acyclic cofibrations are monomorphisms, it suffices to prove
that a monomorphism f : A → B is a Joyal equivalence if and only if it has
the left lifting property with respect to special inner fibrations between quasi-
categories.
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First suppose that f is a monomorphism with the left lifting property with re-
spect to special inner fibrations between quasi-categories. Then, for any quasi-
category K, the map f has the left lifting property with respect to the map
K → Δ[0]. Applying Proposition 7.2.13 to the monomorphism ∂Δ[1] → E
and the special inner fibration K → Δ[0], we obtain that f has the right lift-
ing property with respect to KE → K∂Δ[1]. It follows that f is an E-homotopy
equivalence and hence a Joyal equivalence.

Now suppose that f is a monomorphism and a Joyal equivalence. For any
special inner fibration K → L between quasi-categories, consider the diagram

KB

KA ×LA LB LB

KA LA.

The map KB → KA×LA LB is a special inner fibration by Proposition 7.2.13. By
Proposition 7.2.14(2), the maps LB → LA and KB → KA are Kan acyclic fibra-
tions, so the pullback KA×LA LB → KA is also a Kan acyclic fibration. But then
the maps KA ×LA LB → KA and KB → KA are both Joyal equivalences, hence
so is KB → KA ×LA LB. By Proposition 7.2.14(1), the map KB → KA ×LA LB is
an acyclic Kan fibration and therefore surjective. But then the map f : A → B
has the left lifting property with respect to K → L, as we needed to show. �

7.3 The Model Structure

We are nearly ready to prove Theorem 7.1.7, establishing the model structure
QCat. The following part of the proof is stated independently for future refer-
ence.

Proposition 7.3.1 Every Kan acyclic fibration is a Joyal equivalence.

Proof Suppose f : K → L is a Kan acyclic fibration. Since every object of
SSets is cofibrant, a lift exists in the diagram

∅ K

L L.

f
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If we call this lift s, then f s = id, so we can conclude that f s f = f . Take H to
be an E-homotopy between f s f and s. In the diagram

K � K K

K × E L

id�s f

f �

H

the left-hand vertical map is a cofibration, and therefore a lift exists. Thus s
provides an E-homotopy inverse to f , and f is hence a Joyal equivalence by
Remark 7.1.9. �

We also give the following result about maps which are both cofibrations
and Joyal equivalences; we go ahead and refer to them as Joyal acyclic cofi-
brations.

Proposition 7.3.2 [51, 2.11]

1 Let A be a simplicial set. If C → D is a Joyal acyclic cofibration, then so is
A ×C → A × D.

2 If K is a quasi-category, then K → Δ[0] has the right lifting property with
respect to every Joyal acyclic cofibration.

3 Every inner horn inclusion V[n, k]→ Δ[n] is a Joyal equivalence.

Proof To prove (1), we need to show that the induced map [A × D,K]E →
[A ×C,K]E is an isomorphism for every quasi-category K. Using adjointness,
we can equivalently consider the map [D,KA]E → [C,KA]E . Since KA is a
quasi-category by Proposition 7.2.5, this second map is an isomorphism.

To prove part (2),we need to show that a dotted arrow lift exists in any dia-
gram

A K

B

f

g

where g is a Joyal acyclic cofibration and K is a quasi-category. Since g is a
Joyal equivalence, we know that the map [B,K]E → [A,K]E is an isomor-
phism. Thus, associated to f : A → K there is a map h : B → K together with
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an E-homotopy from h ◦ g to f , producing a diagram

A × {0} B × {0}

A × E K

A × {1} .

g

h

H

f

This homotopy produces a lift in the diagram

(A × E) ∪A×{0} (B × {0}) K

B × E

using Proposition 7.2.3. Restricting this lift to B× {1} produces the desired lift
in the original diagram.

Lastly, to prove (3), we need to prove that the map [Δ[n],K]E→ [V[n, k],K]E

is an isomorphism for any quasi-category K. By definition of quasi-category,
this map is surjective.

To show that it is injective, suppose f , g : Δ[n] → K restrict to the same
E-homotopy class in [V[n, k],K]E . Then there is an E-homotopy from f ◦ i to
g◦i, where i : V[n, k]→ Δ[n] is the horn inclusion. We depict this E-homotopy
via the diagram

V[n, k] × {0} Δ[n] × {0}

V[n, k] × E K

V[n, k] × {1} Δ[n] × {1}.

i

f

H

i

g

We use this E-homotopy H to form the diagram

(V[n, k] × E) ∪ (Δ[n] × ∂Δ[1]) K

Δ[n] × E

H×( f�g)

where the vertical map is the pushout product of i and the inclusion ∂Δ[1]→ E.
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But the dotted arrow lift exists by Proposition 7.2.4, and this lift provides an
E-homotopy from f to g. �

While we do not need it for the model structure, the following corollary will
be used later.

Corollary 7.3.3 [51, 2.15] Let f : A → B and g : C → D be Joyal cofibra-
tions, and let h : K → L be a Joyal fibration. Then

1 the map A × D �A×C B ×C → B × D is a Joyal cofibration which is acyclic
if f or g is, and

2 the map KB → KB ×LA KA is a Joyal fibration which is acyclic if f or h is.

Proof To prove (1), first observe that this pushout-product map is a cofibra-
tion, since it is a monomorphism if both f and g are. We prove that this map
is a Joyal equivalence if f is; the argument for g is symmetric. Consider the
diagram

A ×C A × D

B ×C P

B × D

�
�

where P denotes the pushout of the square. The indicated maps are Joyal equiv-
alences by Proposition 7.3.2(1). Since the left-hand vertical map is also a cofi-
bration, it follows that the map A × D→ P is a Joyal acyclic cofibration. Thus
P→ B × D is also a Joyal equivalence by the two-out-of-three property.

The statement of (2) is adjoint to that of (1). �

Proof of Theorem 7.1.7 We use Theorem 2.7.8 to establish the model struc-
ture QCat. Thus, we must prove the following.

1 The Joyal equivalences are closed under retracts and satisfy the two-out-of-
three property.

2 Every Kan acyclic fibration is a Joyal equivalence.

3 The class of cofibrations which are Joyal equivalences is closed under push-
outs and transfinite composition.

4 The class of Joyal equivalences is an accessible class of maps.

Condition (1) follows by usual arguments applied to the definition of Joyal
equivalence. We established (2) in Proposition 7.3.1, and (3) in Theorem 7.2.1.
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170 Quasi-Categories

Thus, it remains to prove (4). Let

S = {Δ[0]→ E} ∪ {V[n, k]→ Δ[n] | n ≥ 2, 0 < k < n}.

Given a map f : K → L of simplicial sets, use the small object argument to
factor it as

K
i→ Pf

j
→ L,

where i is obtained by taking a transfinite composite of pushouts along maps
in S and j has the right lifting property with respect to maps in S . Since the
maps in S are Joyal acyclic cofibrations, and in particular Joyal equivalences,
statement (3) implies that the map i : K → P f is a Joyal equivalence.

If c : K → Δ[0], we denote Pc instead by P(K). Given f : K → L as above,
consider the diagram

K L

P(K) P(L)

PP( f )

f

� �
P( f )

� R( f )

where the indicated maps are Joyal equivalences. Defining R( f ) to be the map
so labeled in the diagram, observe that R defines a functor. Furthermore, notice
that R( f ) is a special inner fibration between quasi-categories. Observe that
f is a Joyal equivalence if and only if R( f ) is. But by Proposition 7.2.14(1)
together with part (2) of the present proof, the map R( f ) is a Joyal equivalence
if and only if it is a Kan acyclic fibration. So, the class of Joyal equivalences
is given by R−1(K), where K is the class of Kan acyclic fibrations. But R is an
accessible functor because it preserves large enough filtered colimits, andK is
an accessible class by Lemma 2.7.7. So, by Proposition 2.7.6 the class of Joyal
equivalences is also accessible, establishing statement (4).

Thus we have completed the proof of the existence of a model structure
where the cofibrations are the monomorphisms and the weak equivalences are
the Joyal equivalences.

To characterize the fibrant objects, note first that it follows from Proposi-
tion 7.3.2(3) that every fibrant object is a quasi-category. Conversely, let K
be a quasi-category, and let K → K f be a fibrant replacement in this model
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structure. By Proposition 7.3.2(2), there is a lift

K K

K f .

=

But then K is a retract of the fibrant object K f , and hence itself fibrant. �

7.4 The Coherent Nerve and Rigidification Functors

Our next objective is to establish a Quillen equivalence between the model
structure QCat for quasi-categories and the model structure SC for simplicial
categories. While it is not difficult to define an adaptation of the nerve func-
tor which takes a simplicial category to a simplicial set, understanding its left
adjoint is substantially more involved. The desired Quillen equivalence was
established by Lurie [88] and in unpublished work of Joyal, but a more con-
ceptual proof was given by Dugger and Spivak in [51] and [52], and we follow
their approach here.

Let us recall the following definition, which we stated above in Definition
4.6.2. Recall from Section 3.5 that, given a category C, its free resolution de-
fines a simplicial category F∗C.

Definition 7.4.1 [48] Let C be a simplicial category. Its coherent nerve is the
simplicial set Ñ(C) defined by

Ñ(C)n = HomSC(F∗[n],C).

One can check that the coherent nerve functor has a left adjoint, which we
denote by C. Since quasi-categories can be thought of as structures like simpli-
cial categories but with weak composition, and C takes a quasi-category to a
simplicial category, we regard C as a rigidification functor. Much of the work
in the next several sections is devoted to gaining a good understanding of this
functor. First, we can make the following observation. Since Ñ(C) is a simpli-
cial set, we have an isomorphism

Ñ(C)n = HomSSets(Δ[n], ÑC).

Thus, since (C, Ñ) form an adjoint pair, we must have C(Δ[n]) = F∗[n]. So, to
begin our investigation of C, we look more closely at the simplicial category
F∗[n], and specifically at its mapping spaces.
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172 Quasi-Categories

For each 0 ≤ i, j ≤ n let Pi, j denote the poset of all subsets of {i, i + 1, . . . , j}
containing both i and j. Taking the (ordinary) nerve of Pi, j, we see that

nerve(Pi, j) �

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(Δ[1]) j−i−1 if j > i

Δ[0] if j = i

∅ if j < i.

These nerves naturally assemble as the mapping spaces of a simplicial category
P with object set {0, . . . , n}; composition is defined using the maps Pi, j×Pj,k →
Pi,k given by taking unions of sets. The proof of the following lemma can be
found in [52, §A.7].

Lemma 7.4.2 [52, 2.5] There is an isomorphism of simplicial categories
F∗[n] � P. In particular, the simplicial category P is the result of applying
C to the simplicial set Δ[n].

Now we consider C(K) for any simplicial set K. By Lemma 2.2.2, K may be
written as a colimit of simplices via the formula

K � colimΔ[n]→K Δ[n].

Then, since C is a left adjoint functor and hence preserves colimits, we can
define

C(K) � colimΔ[n]→K C(Δ[n]).

Remark 7.4.3 We have chosen one of several different approaches to defin-
ing C. In [88, §1.1.5], Lurie defines C(Δ[n]) to be given by the simplicial cate-
gory P, then extends to a functor on the category of simplicial sets and defines
the coherent nerve functor to be its right adjoint. Joyal also starts with the co-
herent nerve functor, but defines it instead as an adjoint to a homotopy coherent
diagram functor, so his method is also different as a consequence.

Now that we have defined the functor C, we state a few results which allow
us to relate equivalences in a quasi-category K to homotopy equivalences in
the corresponding simplicial category C(K). The proof of the following lemma
can be found in appendix B of [51].

Proposition 7.4.4 [51, 2.18] Let K be a quasi-category, and let f , g, h ∈ K1.
Then h = g ◦ f in π0C(K) if and only if there exists a 2-simplex σ : Δ[2] → K
such that d0σ = g, d1σ = h, and d2σ = f .

Using this result, we have the following consequence.

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.009
https://www.cambridge.org/core
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Corollary 7.4.5 [51, 2.19] Let K be a quasi-category and f ∈ K1. Then f is
an equivalence if and only if its image in π0C(K) is an isomorphism.

We can use this corollary to prove the following result, which is key in es-
tablishing the Quillen equivalence between QCat and SC.

Proposition 7.4.6 [51, 2.10] If K is a quasi-category, then there is a natural
bijection between [Δ[0],K]E and the set of isomorphism classes of objects in
π0C(K).

Proof We can produce a map between these two sets by considering them as
the coequalizers in the diagram

Hom(E,K) Hom(Δ[0],K) [Δ[0],K]E

Hom(π0C(E), π0C(K)) ob(π0C(K)) ob(π0C(K))/ � .

�

The fact that the bottom diagram is a coequalizer can be seen using the fact
that the category π0C(E) consists of two objects and a unique isomorphism
between them. Since the middle vertical map is an isomorphism, we know that
the right-hand vertical map is surjective. Thus, to complete the proof it remains
to show that this map is injective.

Suppose a, b are isomorphic objects in π0C(K). Then there exists a 1-simplex
e in K which represents this isomorphism; by Corollary 7.4.5, e must be an
equivalence. By Proposition 7.2.7, the 1-simplex e extends to a map E → K,
thereby identifying a and b in [Δ[0],K]E . �

However, understanding the higher-order structure of a quasi-category K
and its rigidification C(K) is substantially more complicated. In particular, we
need a better conceptual understanding of mapping spaces in C(K), and for this
purpose we introduce necklaces.

7.5 Necklaces and Their Rigidification

The objective of this section is to understand the mapping spaces of the sim-
plicial categories in the image of C, using necklaces. In the definition of a
necklace, we take wedge sums of simplices which are not given a specified
basepoint. Thus, iterated wedge sums should be taken as “stringing together”
simplicial sets in a chain, rather than as taking a bouquet of them at a common
basepoint.
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174 Quasi-Categories

Definition 7.5.1 A necklace is a simplicial set of the form

Δ[n0] ∨ Δ[n1] ∨ · · · ∨ Δ[nk]

where each ni ≥ 0 and where in each wedge the terminal vertex of Δ[ni] has
been identified with the initial vertex of Δ[ni+1]. We further assume either that
k = 0 or that each ni ≥ 1. Each Δ[ni] is called a bead of the necklace. A joint
of the necklace is either an initial or a terminal vertex of some bead.

By our assumptions, Δ[0] can only be a bead of the necklace Δ[0] itself.
More generally, any n-simplex can be thought of as a necklace with one bead.
If S and T are two necklaces, then we can obtain a new necklace S ∨ T by
identifying the terminal vertex of S with the initial vertex of T .

We now give some notation for necklaces. Given a necklace T , let VT be the
set of vertices of T , namely, the set T0. Let JT ⊆ VT be the set of joints of T .
Observe that we can consider both VT and JT as ordered sets, taking a ≤ b if
there is a directed path in T from a to b. We denote by αT or simply α the initial
vertex of T , and we denote by ωT or ω the terminal vertex of T . In particular,
αT and ωT are always joints of T .

Example 7.5.2 Consider the following necklace T :

•v1 •v3 •v5 •v7

•v2 •v4 •v6 .

The two triangles are meant to depict (filled in) 2-simplices. The vertex set is

VT = {v1, v2, v3, v4, v5, v6, v7}

and the joint set is

JT = {v1, v2, v4, v6, v7}.

The initial vertex αT is v1, and the final vertex ωT is v7.

It is helpful to think of necklaces as simplicial sets together with two speci-
fied 0-simplices, the initial and terminal vertices. We use the notation SSets∗,∗
to denote the category ∂Δ[1] ↓ SSets of such objects, and we defineNec to be
the full subcategory of SSets∗,∗ whose objects are necklaces. A map of neck-
laces f : S → T must then be a map of simplicial sets such that f (αS ) = αT

and f (ωS ) = ωT .
A spine is a necklace in which every bead is a 1-simplex. Observe that a

spine is simply a simplicial set of the form G(n) for some n ≥ 1, where G(n)
is the simplicial set defined in Section 5.1. Any necklace T has an associated
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spine G[T ], given by its ordered chain of 1-simplices. However, taking the
spine is not functorial; as an example the unique map of necklaces Δ[1]→ Δ[2]
does not induce a map on spines, since the image of Δ[1] is not in the spine of
Δ[2].

On the other hand, given a necklace T , we can associate to it the simplex on
all the vertices of T ; we denote this simplex by Δ[T ]. For any necklace T , we
have inclusion maps G[T ] ↪→ T ↪→ Δ[T ]. Unlike the spine construction, the
assignment T �→ Δ[T ] does define a functor.

Lemma 7.5.3 [51, 9.1] For any necklace T , the maps G[T ] ↪→ T ↪→ Δ[T ]
are both Joyal equivalences.

Proof To begin, consider a necklace T = Δ[n] ∨ Δ[1], where n ≥ 1. Then
Δ[T ] = Δ[n + 1]. We first want to prove that Δ[n] ∨ Δ[1] → Δ[n + 1] is a
composite of maps obtained by taking pushouts along inner horn inclusions.
To do so, define a filtration

Δ[n] ∨ Δ[1] = Δ[n + 1]0 ⊆ Δ[n + 1]1 ⊆ · · · ⊆ Δ[n + 1]n−1 = Δ[n + 1]

where, if the vertices of Δ[1] are labeled by n and n+1, Δ[n+1]i+1 is defined to
be the union of Δ[n+ 1]i and all (i+ 2)-simplices of Δ[n+ 1] which contain the
vertices n and n + 1. Observe that Δ[n + 1]n−2 = V[n + 1, n] and Δ[n + 1]n−1 =

Δ[n + 1] under this definition. Each inclusion Δ[n + 1]i → Δ[n + 1]i+1 is a
composite of pushouts along inner horn inclusions and therefore so is the map
Δ[n] ∨ Δ[1]→ Δ[n + 1]. In particular, this map is inner anodyne.

Now, for any m ≥ 0, the map G[Δ[m]] ↪→ Δ[m] can be factored by maps

G[Δ[m]] = Δ[1] ∨ · · · ∨ Δ[1]→ Δ[2] ∨ Δ[1] ∨ Δ[1]→ · · ·
→ Δ[m − 1] ∨ Δ[1]→ Δ[m],

and so it is a Joyal equivalence. Given any necklace T , the map G[T ] ↪→
Δ[T ] is of this form and hence a Joyal equivalence. The fact that G[T ] ↪→
T is a Joyal equivalence can then be proven using pushouts along the maps
G[Δ[r]]→ Δ[r]. The result then follows by the two-out-of-three property. �

To understand necklaces more deeply, we briefly look at ordered simplicial
sets, of which necklaces are examples.

Suppose that K is a simplicial set. Define a relation on K0 by k ≤K k′ if
there is a directed path of 1-simplices from k to k′ in K. In other words, there
exists a spine T and a map T → K which sends αT to k and ωT to k′. If
k ≤K k′ but k � k′, we write k <K k′. Observe that this relation is reflexive and
transitive. In general, it is not antisymmetric, as there could be directed paths
in both directions between distinct vertices x and y. For the moment we want
to restrict ourselves to simplicial sets for which this relation is antisymmetric.
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Definition 7.5.4 A simplicial set K is ordered if:

1 the relation ≤K on K0 is antisymmetric, and
2 a simplex k ∈ Kn is completely determined by its ordered sequence of ver-

tices

k(0) ≤K · · · ≤K k(n).

Any simplex Δ[n] is an ordered simplicial set, but, for example, Δ[1]/∂Δ[1]
is not, since both the degenerate 1-simplex and the nondegenerate 1-simplex
have the same single vertex. We can form a category of ordered simplicial sets,
in which morphisms preserve the ordering on the vertices. We consider some
properties of ordered simplicial sets and of the category they form.

Lemma 7.5.5 [52, 3.3]

1 The category of ordered simplicial sets is closed under finite limits.
2 Every necklace is an ordered simplicial set.
3 Let f : K → L be a map between ordered simplicial sets. If f0 is injective,

then so is f .
4 Let K be an ordered simplicial set. The image of an n-simplex σ : Δ[n]→ K

is of the form Δ[m] ↪→ K for some m ≤ n.

Proof To prove (1), it suffices to prove that the category of ordered simplicial
sets has a terminal object and admits pullbacks, by Proposition 1.1.22. The
terminal object in the category of ordered simplicial sets is simply Δ[0] with its
unique ordering. Consider a diagram of ordered simplicial sets K → M ← L,
and let A be its pullback in the category of simplicial sets. Let us define a
natural ordering on A by (k, �) ≤A (k′, �′) precisely if both k ≤K k′ and � ≤L �

′.
Under this definition, if both ≤K and ≤L are antisymmetric, then ≤A must be
also. Similarly, simplices in A are determined by their vertices because they
are determined coordinate-wise by vertices in K and L.

Statement (2) follows from the fact that every necklace has a spine and is
a wedge of simplices. Statement (3) follows from the fact that n-simplices are
completely determined by their vertices.

Lastly, we prove (4). In general, the vertices k(0), . . . , k(n) of the n-simplex
K need not be distinct. Let d : Δ[m] → Δ[n] be a face such that k ◦ d contains
all vertices k( j) without multiplicity; then the composite k◦d must be injective
by (3). The original n-simplex k must be a degeneracy of k ◦ d, from which it
follows that k ◦ d : Δ[m] ↪→ K is the image of k. �

Remark 7.5.6 We make a few observations about the morphisms in the cat-
egory Nec, using the fact that necklaces are ordered simplicial sets. If S → T
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is a map of necklaces, then every joint of T is the image of a joint of S . If,
additionally, the map S → T is surjective, then, using the fact that S and T are
ordered, every joint of S must map to a joint of T . In particular, each bead of T
is mapped onto by a unique bead of S , while every bead of S maps onto either
a bead or a joint of T .

Now that we have introduced necklaces, we would like to understand the
effect of the rigidification functor C on them. As we will see, they provide a
good intermediate case from which we can understand this functor on more
general simplicial sets. We now introduce some further notation.

Let T be a necklace and consider two vertices a, b ∈ T0. Using the ordering
on the vertices of T , define the set

VT (a, b) = {v ∈ T0 | a ≤T v ≤T b}.

Let JT (a, b) denote the union of {a, b} with the set of joints between a and b.
There is a unique subnecklace of T whose joints are given by the set JT (a, b)
and whose vertices are given by VT (a, b). Let B0, . . . , Bk denote the beads of
this subnecklace. If a is not a joint of T , then B0 is a proper face of a bead of
T , and similarly for Bk if b is not a joint of T . In any case, there are canonical
inclusions of each bead Bi into T .

Let us look at the relationship between C(T ) and each C(Bi). Let ji and ji+1

be the joints of the bead Bi. The inclusion maps Bi → T and the composition
of mapping spaces in C(T ) induce a natural map

MapC(B0)(a, j1) ×MapC(B1)( j1, j2) × · · · ×MapC(Bk)( jk, b)→ MapC(T )(a, b).

Since each Bi is a simplex, Lemma 7.4.2 provides an explicit description of
MapC(Bi)( ji, ji+1). We want to use this description to understand MapC(T )(a, b).

Generalizing our description of C(Δ[n]), let CT (a, b) denote the poset whose
elements are the subsets of VT (a, b) which contain JT (a, b), ordered by inclu-
sion. Given a, b, c ∈ T0, we can use inclusion of subsets to induce a map

CT (a, b) ×CT (b, c)→ CT (a, c).

Applying this construction for all triples of objects of T0 and taking the nerve of
each poset, we obtain a simplicial category CT with object set T0. For a, b ∈ T0,
an n-simplex in MapCT

(a, b) is determined by a flag of sets T 0 ⊆ · · · ⊆ T n,
where JT ⊆ T 0 and T n ⊆ VT .

Now we prove that, just as for simplices, this simplicial category is precisely
C(T ).

Proposition 7.5.7 [52, 3.8] For any necklace T , there is a natural isomor-
phism of simplicial categories C(T ) � CT .
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Proof Let T = B1 ∨ B2 ∨ · · · ∨ Bk, where each Bi is a bead of T . Since C is a
left adjoint functor, it preserves colimits, so we can write

C(T ) = C(B1) �C(Δ[0]) · · · �C(Δ[0]) C(Bk). (7.1)

Note that C(Δ[0]) is just the (simplicial) category with one object and no non-
identity morphisms.

By Lemma 7.4.2, for each i we obtain an isomorphism of simplicial cat-
egories C(Bi) � CBi . Composing with the inclusion of the bead Bi into the
necklace T , we then have simplicial functors C(Bi) → CBi → CT which as-
semble to define a functor f : C(T ) → CT . This functor is an isomorphism on
objects; it remains to prove that it also defines isomorphisms on all mapping
spaces.

For any a, b ∈ T0, consider the induced map of simplicial sets MapC(T )(a, b)
→ MapCT

(a, b). If b <T a, then these mapping spaces are both empty; if a = b,
then they each consist of a single point. So, let us assume that a <T b. Let
Br be the bead containing a; if a is a joint, take Br to be the bead of which a
is the initial vertex. Similarly, let Bs be the bead containing b; if b is a joint,
take Bs be the bead of which b is a terminal vertex. Let jr, . . . , js+1 denote the
ordered elements of JT (a, b), where the joints of the bead Bi are ji and ji+1. In
particular, jr = a and js+1 = b.

Consider an n-simplex x ∈ MapCT
(a, b)n, and decompose it uniquely as a

composite of n-simplices xs ◦ · · · ◦ xr, where xi ∈ MapCT
( ji, ji+1)n. Since ji

and ji+1 are vertices within the same bead Bi of T , we may consider each
xi as an n-simplex in its respective MapC(Bi)( ji, ji+1). Taking the associated
n-simplices in MapC(T )( ji, ji+1) for each i and composing them produces an
n-simplex x̃ ∈ MapC(T )(a, b).

Now, we define g : MapCT
(a, b) → MapC(T )(a, b) as the function sending

each n-simplex x to its associated n-simplex x̃. One can check that g is a well-
defined map of simplicial sets, and that f ◦ g = id.

To see that f is an isomorphism, it suffices to show that g is surjective. From
the expression (7.1) for C(T ) as a colimit of the categories C(Bi), it follows that
every map in MapC(T )(a, b) can be written as a composite of maps from each
C(Bi). Thus, the map g is surjective. �

In particular, we have the following description of the simplicial category
C(T ) associated to a necklace T .

Corollary 7.5.8 [52, 3.10] Let T = B0 ∨ · · · ∨ Bk be a necklace, and let
a, b ∈ T0 be such that a <T b. Let jr, . . . , js+1 be the ordered elements of
JT (a, b), and let Bi be the bead containing ji and ji+1 for each r ≤ i ≤ s. Then
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1 the map

MapC(Br)( jr, jr+1) × · · · ×MapC(Bs)( js, js+1)→ MapC(T )(a, b)

is an isomorphism;
2 there is an isomorphism MapC(T )(a, b) � Δ[1]N, where N = |VT (a, b) \

JT (a, b)|; and
3 in particular, MapC(T )(a, b) is contractible if a ≤ b and empty otherwise.

7.6 Rigidification of Simplicial Sets

In the previous section, we used our understanding of C applied to simplices to
give a description of the result of applying C to a necklace. Let us now use this
information to apply C to an arbitary simplicial set K. Specifically, we analyze
the mapping spaces of C(K) via the mapping spaces of C(T ), where T is a
necklace together with a map T → K.

Let K be a simplicial set, and fix vertices a, b ∈ K0. We denote by Ka,b

the simplicial set K regarded as an object of the category SSets∗,∗ = ∂Δ[1] ↓
SSets, where, if 0 and 1 denote the vertices of ∂Δ[1], the map ∂Δ[1] → K is
given by 0 �→ a and 1 �→ b. For any necklace T and map T → Ka,b in the
category SSets∗,∗, so that αT �→ a and ωT �→ b, there is an induced map of
simplicial sets

MapC(T )(α,ω)→ MapC(K)(a, b).

For any fixed K, we would like to use maps of this form to define a simplicial
category EK which is isomorphic to C(K). Let Nec ↓ Ka,b denote the category
whose objects are pairs (T,T → Ka,b) and whose morphisms are maps of
necklaces T → U given by commutative triangles over K. Taking the colimit
over this category, we obtain a map

MapEK
(a, b) := colimT→K MapC(T )(α,ω)→ MapC(K)(a, b). (7.2)

We can define composition

MapEK
(a, b) ×MapEK

(b, c)→ MapEK
(a, c) (7.3)

as follows. Given necklaces T and U, two maps T → Ka,b and U → Kb,c

assemble to a map T ∨ U → Ka,c. The composite

MapC(T )(αT , ωT ) MapC(T∨U)(αT , ωT ) ×MapC(T∨U)(αU , ωU)

MapC(T∨U)(αT , ωU)
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induces the composition map (7.3), where the first map in the composite can
be understood using Proposition 7.5.7 and the fact that ωT = αU .

One can check that these constructions define a simplicial category EK with
object set K0, and that the construction of EK is functorial in K. Furthermore,
the maps (7.2) assemble to a map of simplicial categories EK → C(K).

Proposition 7.6.1 [52, 4.3] For every simplicial set K, the map EK → C(K)
is an isomorphism of simplicial categories.

Proof We first consider the special case when K is itself a necklace. Then the
identity map K → K is a terminal object in Nec ↓ Ka,b, from which it follows
that the map of simplicial sets MapEK

(a, b)→ MapC(K)(a, b) is an isomorphism
for any a, b ∈ K0.

Now suppose K is an arbitrary simplicial set. Consider the commutative
diagram of simplicial categories

colimΔ[k]→K EΔ[k] EK

colimΔ[k]→K C(Δ[k]) C(K).

t

=

The bottom horizontal map is an equality by the definition of C. The left-hand
vertical map defines an isomorphism on mapping spaces, since each Δ[k] is a
necklace. It follows that t is injective on mapping spaces. Therefore, to prove
that, for any a, b ∈ K0, the map MapEK

(a, b) → MapC(K)(a, b) is an isomor-
phism of simplicial sets, it suffices to prove that t is surjective on mapping
spaces.

Any n-simplex x ∈ MapEK
(a, b)n is represented by a necklace T , a map

f : T → Ka,b, and an element x̃ ∈ MapC(T )(α,ω). In the commutative diagram

colimΔ[k]→T MapC(Δ[k])(α,ω) MapC(T )(α,ω)

colimΔ[k]→T MapEΔ[k]
(α,ω) MapET

(α,ω)

colimΔ[k]→K MapEΔ[k]
(a, b) MapEK

(a, b)

f E f

t

the n-simplex in MapET
(α,ω) represented by (T, idT , x̃) is sent to x via E f . No-

tice, however, that the top horizontal map and both vertical maps in the upper
square are isomorphisms, from which it follows that the middle horizontal map
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7.6 Rigidification of Simplicial Sets 181

is also an isomorphism. In particular, it is surjective, from which it follows that
x is in the image of t. �

We can use this result to obtain the following explicit description of the
simplicial set MapC(K)(a, b).

Corollary 7.6.2 [52, 4.4] For any simplicial set K and a, b ∈ K0, an n-simplex
in the mapping space MapC(K)(a, b) consists of an equivalence class of triples

(T,T → K, �T ) where:

1 T is a necklace;
2 T → K is a map of simplicial sets which sends αT to a and ωT to b; and
3 �T is a flag of sets T 0 ⊆ · · · ⊆ T n such that T 0 contains the joints of T and

T n is contained in the set of vertices of T .

The equivalence relation is generated by identifying (T,T → K, �T ) and
(U,U → K, �U) if there exists a map of necklaces f : T → U over K with
�U = f∗(�T ). The ith face map omits the set T i in the flag, and the ith degeneracy
map repeats the set T i.

Proof Recall from (7.2) that we defined the simplicial set

MapEK
(a, b) = colimT→K(MapC(T )(α,ω)).

Using this colimit and Proposition 7.6.1, we can write MapC(T )(a, b) as the
coequalizer of the diagram∐

U→T→K

MapC(T )(α,ω)⇒
∐
T→K

MapC(K)(α,ω).

By Proposition 7.5.7, simplices of MapC(T )(α,ω) are given by flags of subsets
of VT containing JT . In particular, the simplices of

∐
T→K MapC(T )(α,ω) are

given precisely by triples (T,T → K, �T ). The relation on these triples described
in the statement of this corollary exactly corresponds to the relation which
defines the coequalizer above. �

We now formalize this extra structure on a necklace as the following defini-
tion.

Definition 7.6.3 A flagged necklace is a pair (T, �T ), where T is a necklace
and

�T = T 0 ⊆ T 1 ⊆ · · · ⊆ T n

is a flag of subsets of VT which all contain JT ; we say that such a flag has
length n. A map of flagged necklaces (T, �T ) → (U, �U) is a map of necklaces
f : T → U such that f (T i) ⊆ Ui for each i.
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Observe in particular that maps of flagged necklaces are only defined be-
tween necklaces whose associated flags have the same length.

Definition 7.6.4 A flagged necklace (T, �T ), where �T = (T 0 ⊆ · · · ⊆ T n), is
flanked if T 0 = JT and T n = VT .

Note that if (T, �T ) and (U, �U) are both flanked, then the image of every
morphism (T, �T )→ (U, �U) is a subnecklace of U having the same vertices and
joints as U, so such a morphism must be surjective.

For the following result, we use the equivalence relation of Corollary 7.6.2.

Lemma 7.6.5 [52, 4.5] Any triple (T,T → K, �T ) is equivalent to a triple for
which the flag is flanked. Two flanked triples are equivalent if and only if they
can be connected by a zigzag of morphisms of flagged necklaces in which every
triple of the zigzag is flanked.

Proof Let (T,T 0 ⊆ · · · ⊆ T n) be a flagged necklace. Consider the unique
subnecklace T ′ ⊆ T whose set of joints is T 0 and whose vertex set is T n.
Then the flagged necklace (T ′,T 0 ⊆ · · · ⊆ T n) is flanked. This assignment is
functorial, since if f : (T, �T ) → (U, �U) is a map of flagged necklaces, then T ′

must map into U′, producing a map (T ′, �T ) → (U′, �U). Then we can use the
inclusion map T ′ → T to verify that the flagged necklaces (T,T → K, �T ) and
(T ′,T ′ → T → K, �T ) are equivalent.

Now suppose we have equivalent flanked flagged necklaces (U,U → K, �U)
and (V,V → K, �V). We know that there is a zigzag of maps of flagged necklaces
between them, but the intermediate flagged necklaces need not be flanked.
However, applying the above construction produces a zigzag of flanked flagged
necklaces. �

Definition 7.6.6 Let T be a necklace and K a simplicial set. A map T → K
is totally nondegenerate if the image of each bead of T is a nondegenerate
simplex of K.

At times we simply say that the necklace T is totally nondegenerate, leaving
the map T → K implicit. Observe that a totally nondegenerate map need not
be injective. For example, letting K = Δ[1]/∂Δ[1], the map Δ[1]→ K picking
out the nondegenerate 1-simplex of K is totally nondegenerate.

Now recall that each n-simplex of a simplicial set K corresponds to a map
Δ[n]→ K in SSets, and each map σ : Δ[k]→ Δ[n] is induced by a map [k]→
[n] in Δ. Under this correspondence, surjections Δ[k] → Δ[n] correspond to
composites of codegeneracy maps. Thus, if Δ[n] → K is degenerate, there
is a nondegenerate simplex Δ[k] → K and a unique surjection Δ[n] → Δ[k]
making the appropriate triangle commute. Given any map from a necklace
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7.6 Rigidification of Simplicial Sets 183

T → K, applying this factorization to each bead of T produces a necklace T ,
a map T → K which is totally nondegenerate, and a surjection of necklaces
T → T making the resulting triangle commute. Furthermore, the necklace T
is unique up to isomorphism. We use these ideas in the proof of the following
proposition.

Proposition 7.6.7 [52, 4.7] Let S be a simplicial set and a, b ∈ K0.

1 Suppose that T and U are necklaces, t : T → Ka,b is a totally nondegenerate
map, and u : U → Ka,b is any map. Then there is at most one surjection
f : U → T such that u = t f .

2 In any diagram

U T

V K

f

g t

where T , U, and V are flagged necklaces, the map t is totally nondegenerate,
and the maps f and g are surjective maps which are surjective on each flag,
a unique dotted arrow lift of flagged necklaces exists.

Proof Let us first prove (1). Observe that if T = Δ[0] (in which case we must
also have a = b), then there is exactly one such map U → T . Now consider
more general T , and suppose there exist two surjections f , f ′ : U → T such
that t f = t f ′ = u. Recall from Remark 7.5.6 the behavior of necklace maps on
individual beads. If we assume f � f ′, let B be the first bead on which f and
f ′ differ. Let j denote the initial vertex of B, and let C be the bead of T whose
initial vertex is f ( j) = f ′( j).

If f collapses B to a point, then so must u. If f ′ maps B onto C, then the
map C → S factors through the point u(B), contradicting that T → K is totally
nondegenerate. Therefore, f cannot collapse B to a point and hence must map
B onto C; similarly, f ′ cannot collapse B′ to a point. Then the simplex B →
U → K can be identified with a degeneracy of the nondegenerate simplex
C → K. Since degeneracies are unique, we conclude that f and f ′ must agree
on B, and hence f = f ′.

Now we prove (2). Since the map f is surjective, if V → T exists then it
must be surjective; by (1), it follows that it must be unique. Thus, it suffices to
prove that this lift exists.

Using the same reasoning as in (1), if B is a bead in U which maps to a joint
in V , then it must also map to a joint in T . Define a necklace U′ by collapsing
every bead of U that maps to a single point in V; this necklace fits into a
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diagram

U T

U′

V K.

f

g

f ′

g′

Making such a replacement if necessary, we assume that U and V have the
same number of beads.

Let B1, . . . , Bm denote the beads of U, and let C1, . . . ,Cm denote the beads
of V . Assume inductively that the lift V → T can be defined on the beads
C1, . . . ,Ci−1. We know f maps Bi surjectively onto a bead D of T . Thus we
have a commutative diagram

Bi D

Ci K

f

g t

v

where f and g are surjective maps between simplices. Therefore, they represent
composites of codegeneracy maps s f and sg in Δ. Since the simplex t of K is
nondegenerate by assumption, by Lemma 2.1.5, there must be a codegeneracy
map sh for which v = sht. Since sh corresponds to a surjective map of simplices
Ci → D making the above square commute, we extend the lift to Ci via this
map.

It remains to show that the lift � : V → T is a map which respects flags.
Suppose the flagged necklaces T , U, and V have flags of length n. For any
0 ≤ i ≤ n, we need to show that �(Vi) ⊆ T i. But using the fact that f and g are
surjective on flags and the fact that � ◦ g = f , we have

�(Vi) = �(g(Ui)) = f (Ui) = T i,

completing the proof. �

Now, we use this result to prove that every flagged necklace is equivalent, not
only to a flanked flagged necklace, but to one which is totally nondegenerate.

Corollary 7.6.8 [52, 4.8] Let K be a simplicial set and a, b ∈ K0. Every
flagged necklace (T,T → Ka,b, �T ) is equivalent to a unique flagged necklace
(U,U → Ka,b, �U) which is flanked and totally nondegenerate.
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Proof Given a flagged necklace (T,T → Ka,b, �T ), we know that it is equiv-
alent to the flanked totally nondegenerate flagged necklace (T ′,T ′ → Ka,b, �T )
as described above. Thus, we need only prove uniqueness.

Suppose (U,U → Ka,b, �U) and (V,V → Ka,b, �V) are flanked totally nonde-
generate flagged necklaces which are equivalent in MapC(K)(a, b)n. By Lemma
7.6.5 there is a zigzag

W1 · · · Wk

U =U1 U2 · · · Uk Uk+1 =V

of maps between flanked necklaces over K. Using Proposition 7.6.7(2), we
inductively construct surjections of flanked necklaces Ui → U over K, using
diagrams of the form

Wi−1 Ui−1 U

Ui K

from which we obtain a surjection V → U over K. Inducting across the di-
agram in the reverse direction, we obtain a surjection U → V over K. By
Proposition 7.6.7(1), these surjections must be unique and inverse to one an-
other. �

Now, we bring these results together as follows.

Proposition 7.6.9 [52, 4.10] Let K be a simplicial set and a, b ∈ K0. Consider
the category FNecn of flagged necklaces over Ka,b of length n. For every n ≥ 0,
the nerve of FNecn is homotopy discrete in SSets.

Proof Let FFNecn denote the full subcategory of FNecn consisting of
flanked flagged necklaces. In the proof of Lemma 7.6.5, we defined a
functor

ϕ : FNecn → FFNecn.

Since, for any necklace T , the resulting necklace ϕ(T ) is a subnecklace of T ,
the inclusion of flanked necklaces defines a natural transformation from ϕ to
the identity. It follows that the inclusion functor FFNecn ↪→ FNecn induces a
weak equivalence after taking the nerve. Thus, to complete the proof it suffices
to show that the nerve of FFNecn is homotopy discrete.

By Corollary 7.6.8, every component of FFNecn contains a unique necklace
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which is both flanked and totally nondegenerate. Furthermore, every necklace
in the same component as such a necklace admits a unique map to it. Thus,
each component has a final object, and therefore its nerve is contractible. Since
every component is homotopy contractible, the nerve of FFNecn is homotopy
discrete. �

We conclude this section by considering the special case when K is an or-
dered simplicial set. In this situation, we can understand MapC(K)(a, b) more
explicitly because there are fewer necklaces which map into K than in the case
of a general simplicial set.

Lemma 7.6.10 [52, 4.12] Let K be an ordered simplicial set and let a, b ∈
K0. Then every n-simplex in MapC(K)(a, b) is represented by a unique flanked

necklace (T,T → K, �T ) of length n for which the map T → K is injective.

Proof By Corollary 7.6.8, we know that every n-simplex in MapC(K)(a, b) is

represented by a unique flagged necklace (T,T → K, �T ) which is both flanked
and totally nondegenerate. Using Lemma 7.5.5(4) and the fact that K is or-
dered, we can conclude that any totally nondegenerate map T → K is injec-
tive. �

Example 7.6.11 [52, 4.14] Consider the ordered simplicial set

K = Δ[2] �Δ[1] Δ[2]

which we can depict by the following picture:

0 2

1 3.

We want to understand the mapping space MapC(K)(0, 3).
Since K is ordered, by Lemma 7.6.10, it suffices to consider flanked neck-

laces that map injectively to K0,3. There are only four such necklaces. First,
there is the necklace T = Δ[1] ∨ Δ[1], which maps to K in two different ways
f , g, i.e., by 0 → 1 → 3 and by 0 → 2 → 3. Then each of the necklaces
U = Δ[1]∨Δ[1]∨Δ[1], V = Δ[1]∨Δ[2], and W = Δ[2]∨Δ[1] maps uniquely
onto K0,3; these three maps are all surjective on vertices.

The mapping space MapC(K)(0, 3) has three 0-simplices:

(T, {0, 1, 3}), (T, {0, 2, 3}), (U, {0, 1, 2, 3}).

There are two nondegenerate 1-simplices:

(V, {0, 1, 3} ⊆ {0, 1, 2, 3}), (W, {0, 2, 3} ⊆ {0, 1, 2, 3}).
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These 1-simplices connect the three 0-simplices, resulting in two 1-simplices
with a common final vertex. There are no higher nondegenerate simplices.
Thus MapC(K)(0, 3) can be depicted as

• → • ← •.

7.7 Properties of the Rigidification Functor

Now that we have a description of mapping spaces of C(K), for K any sim-
plicial set, in terms of necklaces, we would like to investigate a few closely
related constructions and prove that they are equivalent. We then use these
constructions to establish important properties of the functor C.

The first variant of C is very similar to the original, but we use a homotopy
colimit, rather than a colimit, of maps from necklaces to define each mapping
space. Specifically, for any simplicial set K and any a, b ∈ K0, define

MapChoc(K)(a, b) = hocolimT MapC(T )(α,ω),

where the homotopy colimit is taken over all objects in Nec ↓ Ka,b. These
mapping spaces assemble to a simplicial category Choc(K).

Let us look more closely at these mapping spaces, using the description of
homotopy colimits from Remark 2.3.2. For a given a, b ∈ K0, the simplicial set
MapChoc(K)(a, b) is the diagonal of the bisimplicial set given by

[k] �→
∐

T0→···→Tn→Ka,b

MapC(T0)(a, b). (7.4)

Looking at both simplicial directions at once, we can describe this functor
instead as given by

([k], [�]) �→
∐

T0→···→Tn→Ka,b

MapC(T0)(a, b)�.

If we fix � and let k vary, then the resulting simplicial set is the nerve of the
category FNec� of flagged necklaces of length � mapping to Ka,b. Thus, we
have defined the functor Choc.

Recall from Proposition 2.3.4 that there is a canonical natural transformation
from the homotopy colimit to the colimit of that diagram. Hence, there is a
morphism MapChoc(K)(a, b) → MapC(K)(a, b), using Proposition 7.6.1. As this
construction is natural in a, b ∈ K0, there is a natural transformation C→ Choc.

The next variant, Cnec, is defined more explictly, using categories of neck-
laces. For any a, b ∈ K0, recall that the objects of the category Nec ↓ Ka,b are
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the pairs (T,T → Ka,b), where T is a necklace. Given a, b, c ∈ K0, define the
functor

(Nec ↓ Ka,b) × (Nec ↓ Kb,c)→ (Nec ↓ Ka,c) (7.5)

by sending ((T1,T1 → Ka,b), (T2,T2 → Kb,c)) to (T1 ∨ T2,T1 ∨ T2 → Ka,c).
If we take the nerve of each category Nec ↓ Ka,b, as the vertices a and b

vary, we obtain a simplicial category Cnec(K) in which composition is induced
by the functors just described. Specifically, we have

MapCnec(K)(a, b) = nerve(Nec ↓ Ka,b).

However, observe that the simplicial set MapCnec(K)(a, b) can also be de-
scribed as the homotopy colimit of the constant functor Nec ↓ Ka,b → SSets
which sends all objects to Δ[0], via Proposition 2.3.5. The map

MapChoc(K)(a, b)→ MapCnec(K)(a, b)

is the induced map on homotopy colimits.

Theorem 7.7.1 [52, 5.3] For every simplicial set K, the maps

C(K)← Choc(K)→ Cnec(K)

are Dwyer–Kan equivalences.

Proof Using Corollary 7.5.8, the spaces MapC(T )(α,ω) are all contractible
simplicial sets, from which it follows by Proposition 2.3.6 that the induced
map on homotopy colimits MapChoc(K)(a, b)→ MapCnec(K)(a, b) is a weak equiv-
alence. Since the object sets of these simplicial categories agree, we thus obtain
a Dwyer–Kan equivalence Choc(K)→ Cnec(K).

It remains to show that for each a, b ∈ K0, the natural map MapChoc(K)(a, b)→
MapC(K)(a, b) is a weak equivalence of simplicial sets.

Recall that MapChoc(K)(a, b) is the diagonal of the bisimplicial set (7.4), and
that the �th row is the nerve of the category FNec� of flagged necklaces of
length � mapping to K. Also, we can deduce from Corollary 7.6.2 that the
simplicial set MapC(K)(a, b) has �-simplices given by π0(nerve(FNec�)).

But by Proposition 7.6.9, the nerve of FNec� is homotopy discrete for all �,
so nerve(FNec�) � π0(FNec�). It follows that MapC(K)(a, b)→ MapChoc(K)(a, b)
is also a weak equivalence in SSets. �

Indeed, we can define a broader class of functors from the category of sim-
plicial sets to the category of small simplicial categories satisfying similar
properties to the three functors that we just compared.

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.009
https://www.cambridge.org/core


7.7 Properties of the Rigidification Functor 189

Definition 7.7.2 [52, 5.5] A subcategory G of SSets∗,∗ is a category of gad-
gets if:

1 G contains Nec;
2 for every object G of G and every necklace T , all maps T → G are in G; and
3 for any object G of G, the simplicial set MapC(G)(α,ω) is contractible.

The category G is closed under wedge product if:

4 for any objects G and H of G, G ∨ H is also in G.

Let G be a category of gadgets. Given a simplicial set K, and a, b ∈ K0,
define MapCG(K)(a, b) = nerve(G ↓ Ka,b); if G is closed under wedge product,
then a composition law can be defined for these mapping spaces, from which
we obtain a functor SSets→ SC.

Proposition 7.7.3 [52, 5.6] Let G be a category of gadgets closed under
wedge product. For any simplicial set K and any a, b ∈ K0, the simplicial
functor Cnec(K)→ CG(K) induced by the inclusionNec→ G is a Dwyer–Kan
equivalence.

Proof Let j : Nec ↓ Ka,b → G ↓ Ka,b be the functor induced by the inclusion
functor Nec→ G. Applying the nerve functor results in the map

MapCnec(K)(a, b)→ MapCG(K)(a, b),

which we need to prove is a weak equivalence of simplicial sets. To do so, we
apply Quillen’s Theorem A (Theorem 2.3.9).

Given an object (G,G → K) in G ↓ Ka,b, we need to show that the nerve of
the overcategory j ↓ (G,G → K) is contractible. However, this category is pre-
cisely the category Nec ↓ Gα,ω, whose nerve is MapCnec(G)(α,ω). By Theorem
7.7.1, this nerve is weakly equivalent to MapC(G)(α,ω), which is contractible
by part (3) of Definition 7.7.2.

Since both categories have the same objects, and since we have proved that
their mapping spaces are weakly equivalent, we have established that the sim-
plicial functor Cnec(K)→ CG(K) is a Dwyer–Kan equivalence. �

Consider the following example. Let T1, . . . ,Tn be necklaces, which are or-
dered simplicial sets by Lemma 7.5.5(2). Using Lemma 7.5.5(1), the product
T1 × · · · × Tn is again an ordered simplicial set. Define P to be the full sub-
category of SSets∗,∗ whose objects are products of necklaces equipped with a
specified map f : ∂Δ[1]→ T1 × · · · × Tn which satisfies α = f (0) ≤ f (1) = ω.
Observe that the map f is part of the data, and is not canonical for a given
product of necklaces.
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Proposition 7.7.4 [52, 6.1] The category P is a category of gadgets which is
closed under wedge product.

The proof is technical, so we refer the reader to Dugger and Spivak [52,
A.6]. We want to use the category P to prove that C preserves products.

For any simplicial sets K and L, both C(K×L) and C(K)×C(L) are simplicial
categories with object set K0×L0; we would like to know that the natural maps
C(K × L) → C(K) and C(K × L) → C(L) induced by projections induce a
Dwyer–Kan equivalence between C(K × L) and C(K) × C(L).

Proposition 7.7.5 [52, 6.2] Let K and L be simplicial sets. For any k1, k2 ∈ K
and �1, �2 ∈ L, the map

MapC(K×L)((k1, �1), (k2, �2))→ MapC(K)(k1, k2) ×MapC(L)(�1, �2)

induced by C(K × L) → C(K) and C(K × L) → C(L) is a weak equivalence
of simplicial sets. Consequently, C(K × L) → C(K) × C(L) is a Dwyer–Kan
equivalence.

Proof By Theorem 7.7.1 and Proposition 7.7.3, it suffices to prove the analo-
gous statement when we apply the functor CP rather than C.

Observe that the category P is closed under finite products. Consider the
functors

ϕ : G ↓ (K × L)(k1,�1),(k2,�2) � (G ↓ Kk1,k2 ) × (G ↓ L�1,�2 ) : θ

given by

ϕ : (G,G → K × L) �→ ((G,G → K × L→ K), (G,G → K × L→ L))

and

θ : ((G,G → K), (H,H → L)) �→ (G × H,G × H → K × L).

Using diagonal maps, we can define a natural transformation id → θϕ, and,
using projections, we can define a natural transformation ϕθ → id. It follows
that applying the nerve functor to the functors θ and ϕ produces a homotopy
equivalence. �

Recall that E(n) denotes the nerve of the groupoid with object set {0, 1, . . . , n}
and a single isomorphism between any pair of objects, and let {x} denote the
simplicial category with a single object and only an identity morphism.

Lemma 7.7.6 [52, 6.3] For every n ≥ 0, the simplicial functor C(E(n))→ {x}
is a Dwyer–Kan equivalence.
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Proof If C is a simplicial category, then C → {x} is a Dwyer–Kan equiva-
lence if and only if, for every a, b ∈ ob(C), the mapping space MapC(a, b) is
contractible. Thus, it suffices to prove that the mapping spaces of C(E(n)) are
all contractible. By Theorem 7.7.1, we can equivalently prove that the mapping
spaces of Cnec(E(n)) are contractible.

Each mapping space MapCnec(E(n))(i, j), where i, j ∈ {0, . . . , n}, is defined to
be the nerve of the category Nec ↓ E(n)i, j. If T is a necklace, then any map
T → E(n) extends uniquely over Δ[T ], since maps into E(n) are determined by
their values on 0-simplices and T ↪→ Δ[T ] is an isomorphism on 0-simplices.

Consider the functors f , g : Nec ↓ E(n)i, j → Nec ↓ E(n)i, j given by

f : (T,T
x→ E(n)) �→ (Δ[T ],Δ[T ]

x→ E(n))

and

g : (T,T
x→ E(n)) �→ (Δ[1],Δ[1]

z→ E(n)),

where x is the unique extension of x to Δ[T ], and z is the unique 1-simplex
of E(n) connecting i to j. Observe that g is the constant functor and that there
are natural transformations id → f ← g. Since g factors through the terminal
category {x}, after taking nerves the identity map is null-homotopic. Hence, the
nerve of Nec ↓ E(n)i, j is contractible. �

Lemma 7.7.7 [52, 6.4] The functor C : SSets → SC takes monomorphisms
to cofibrations.

Proof Because monomorphisms of simplicial sets are all obtained from
boundary inclusions by composites and pushouts, it suffices to show that, for
every n ≥ 0, the map

C(∂Δ[n])→ C(Δ[n])

is a cofibration in SC.
Label the vertices of Δ[n] and ∂Δ[n] by 0, . . . , n, and let T be a necklace; for

any 0 ≤ i, j ≤ n, consider the simplicial sets Δ[n]i, j and ∂Δ[n]i, j. If i > 0 or j <
n, then every map T → Δ[n]i, j factors through ∂Δ[n]i, j, since its image must
have dimension less than n. It follows in this case that there is an isomorphism
of categories

Nec ↓ Δ[n]i, j � Nec ↓ ∂Δ[n]i, j.

Therefore we can use Proposition 7.6.1 to obtain an isomorphism of simplicial
sets

HomC(∂Δ[n])(i, j)→ HomC(Δ[n])(i, j).
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It remains to consider the case when i = 0 and j = n. By Lemma 7.4.2, the
simplicial set MapC(Δ[n])(0, n) can be identified with the cube (Δ[1])n−1, and the
simplicial set MapC(∂Δ[n])(0, n) is precisely the boundary of this cube. Further,
the inclusion of mapping spaces is precisely given by this boundary inclusion,
which we denote by i.

Recall the functor U : SSets → SC which takes a simplicial set K to a
simplicial category UK with objects x and y and MapUK(x, y) = K. There is a
map

U(∂(Δ[n]n−1))→ C(∂Δ[n])

which takes x to 0 and y to n. Taking the pushout of U(i) along this map results
in the simplicial category C(Δ[n]). Since U takes monomorphisms to cofibra-
tions (by definition of generating cofibration in SC), the functor U(i) is a cofi-
bration. Since the functor C(∂Δ[n]) → C(Δ[n]) is obtained as a pushout along
a cofibration, it must also be a cofibration. �

The previous lemma can be used to prove that the adjoint functor Ñ pre-
serves fibrant objects.

Lemma 7.7.8 [52, 6.5] If D is a fibrant simplicial category, then ÑD is a
quasi-category.

Proof We need to show that a lift exists in any diagram of the form

V[n, k] ÑD

Δ[n]

where n ≥ 1 and 0 < k < n. The existence of such a lift is equivalent, by
adjointness, to the existence of a lift

C(V[n, k]) D

C(Δ[n])

namely, that each map C(V[n, k]) → C(Δ[n]) is an acyclic cofibration in SC.
We have already proved it is a cofibration in Lemma 7.7.7, so it remains only
to prove that it is a Dwyer–Kan equivalence. Similarly to the argument in the
proof of Lemma 7.7.7, one can check that

MapC(V[n,k])(i, j)→ MapC(Δ[n])(i, j)
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is an isomorphism unless i = 0 and j = n. We can apply an argument similar
to the one in Example 7.6.11 to identify MapC(V[n,k])(0, n) with the space ob-
tained by removing one face from the boundary of (Δ[1])n−1; this latter space
is weakly equivalent to (Δ[1])n−1. �

Proposition 7.7.9 [52, 6.6] If K → L is a Joyal equivalence of simplicial
sets, then C(K)→ C(L) is a Dwyer–Kan equivalence of simplicial categories.

Proof For any simplicial set K, the map C(K × E(n)) → C(K) induced by
projection is a weak equivalence in SC, since it is the composite of the maps

C(K × E(n))
�→ C(K) × C(E(n))

�→ C(K)

which are weak equivalences by Proposition 7.7.5 and Lemma 7.7.6. Recall
that E(1) = E. Since the map K � K → K × E is a cofibration of simplicial
sets, the functor

C(K) � C(K) = C(K � K)→ C(K × E)

is a cofibration in SC by Lemma 7.7.7. It follows that C(K × E) is a cylinder
object for C(K) in SC.

If D is a fibrant simplicial category, the set of homotopy classes of maps
[C(K),D] may be obtained as the coequalizer of the diagram

HomSC(C(K × E),D)⇒ HomSC(C(K),D).

Using the adjunction (C, Ñ), we can equivalently consider the coequalizer of
the diagram

HomSSets(K × E, ÑD)⇒ HomSSets(K, ÑD).

Denoting the latter coequalizer by [K,ND]E , as in the definition of Joyal equiv-
alence, we obtain a bijection

[C(K),D] � [K,ND]E . (7.6)

Now suppose that K → L is a Joyal equivalence. Then C(K) → C(L) is
a simplicial functor between cofibrant simplicial categories. To prove it is a
Dwyer–Kan equivalence, it is sufficient to prove that the induced map on ho-
motopy classes [C(L),D] → [C(K),D] is a bijection for every fibrant object
D in SC. Since ÑD is a quasi-category by Lemma 7.7.8 and K → L is a Joyal
equivalence, it follows that there is a bijection [L,ND]E → [K,ND]E . The
result follows after applying the bijection (7.6). �

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.009
https://www.cambridge.org/core


194 Quasi-Categories

7.8 The Equivalence With Simplicial Categories

With all the tools we have built up to understand the functors Ñ and C, we
would like to show that they define a Quillen equivalence of model categories
between SC and QCat. The next step in this process is to understand models
for mapping spaces in a quasi-category. We take an abbreviated approach, as
there are many different ways to define these mapping spaces; we refer the
reader to Dugger and Spivak [51] and Lurie [88] for more details. Here, we
make use of cosimplicial resolutions, for which we need the join construction
on simplicial sets.

Definition 7.8.1 For any simplicial sets K and L, the join K�L is a simplicial
set with

(K � L)n =
∐
−1≤i≤n

Ki × Ln−i−1

where K−1 = L−1 = Δ[0].

Note that K � ∅ = ∅ � K = K, so in particular there are natural inclusions
K ↪→ K � L and L ↪→ K � L. Note as well that K � Δ[0] and Δ[0] � K are
cones on K, and that Δ[n] � Δ[r] � Δ[n + r + 1].

Let C(K) = (K � Δ[0])/K. Let C• denote the cosimplicial space [n] �→
C(Δ[n]). Note that there are canonical maps ∂Δ[1] → C• → Δ[1], where
∂Δ[1] and Δ[1] are regarded constant cosimplicial objects.

Proposition 7.8.2 [51, 4.5]

1 The cosimplicial object C• is cofibrant in the Reedy model structure on the
category of cosimplicial objects in QCat∗,∗.

2 For each n ≥ 0, the map Cn → Δ[1] is a Joyal weak equivalence.
3 Consequently, C• is a cosimplicial resolution of Δ[1] in the category of

cosimplicial objects in QCat∗,∗.

Observe that, in this proposition, we use QCat∗,∗ rather than SSets∗,∗ to
specify that the model structure in question is the Joyal model structure. Let
QCatΔ∗,∗ denote the category of cosimplicial objects in QCat∗,∗.

Just as we did for complete Segal spaces and Segal categories, we want to
define mapping spaces between objects in a quasi-category. Taking the objects
of a quasi-category K to be the set K0, let us use the cosimplicial objects above
to define the mapping space from one object to another. In fact, the definition
can be applied to any simplicial set, not just a quasi-category.

Definition 7.8.3 Let K be a simplicial set and a, b ∈ K0. The mapping space
from a to b in K is

mapK(a, b) = MapQCatΔ∗,∗
(C•,Ka,b),
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where Ka,b is treated as a constant cosimplicial object.

Remark 7.8.4 At times, we would also like to take mapping spaces in sim-
plicial sets which may not be quasi-categories. Since general simplicial sets are
not fibrant in QCat, the model we have just used may not be as well-behaved.
So, if K is a simplicial set and a, b ∈ K0, we define

mapK(a, b) = Maph
QCat∗,∗

(Δ[1],Ka,b)

and simply leave the specific model for the homotopy mapping space ambigu-
ous.

To see how this definition works in practice, let us first look at the mapping
space from the initial to the terminal object in a necklace.

Proposition 7.8.5 [51, 4.10] Let T be a necklace. Then mapT (α,ω) is weakly
equivalent to Δ[0].

Proof By Lemma 7.5.3, the map T → Δ[T ] is a Joyal equivalence. Also,
Δ[T ] is fibrant in the Joyal model structure, since it is the nerve of a category.
We may therefore model

mapT (α,ω) = Maph
QCat∗,∗

(Δ[1],Tα,ω)

by

MapQCatΔ∗,∗
(C•,Δ[T ]α,ω),

where Δ[T ]α,ω is regarded as a constant cosimplicial space. In the category
QCat∗,∗, for each n there is a unique map Cn → Δ[T ], factoring through Δ[1].
Therefore, MapQCatΔ∗,∗

(C•,Δ[T ]α,ω) = Δ[0]. �

Let Y denote the full subcategory of QCat∗,∗ whose objects are simplicial
sets Y such that both mapY (α,ω) and MapC(Y)(α,ω) are weakly contractible.
Note that Y contains the category Nec by Proposition 7.8.5 and Corollary
7.5.8, and therefore Y is a category of gadgets in the sense of Definition 7.7.2.

LetYq denote the full subcategory ofY whose objects are quasi-categories.
Let CY and CYq be the corresponding functors SSets → SC, as defined just
after Definition 7.7.2.

For a simplicial set K, recall from Definition 2.2.1 the simplex category of
K, denoted by Δ ↓ K.

Proposition 7.8.6 [51, 5.2] If K is a quasi-category and a, b ∈ K0, then there
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is a natural commutative diagram of weak equivalences of simplicial sets:

MapCnec(K)(a, b) MapCY(K)(a, b) MapCYq (K)(a, b)

nerve(Δ ↓ mapK(a, b)) nerve(Δ ↓ mapK(a, b).)

� �

�

�

�

We omit the proof of this result, since it relies on technicalities about cosim-
plicial resolutions and precise models for homotopy mapping spaces which we
do not want to address here. Its importance lies in the following consequence.

Corollary 7.8.7 [51, 5.3] For any quasi-category K and a, b ∈ K0, there is a
natural zigzag of weak equivalences between MapC(K)(a, b) and mapK(a, b).

Proof There is a natural zigzag of weak equivalences between MapC(K)(a, b)
and MapCnec(K)(a, b) by Theorem 7.7.1. Proposition 7.8.6 gives a zigzag of
weak equivalences between MapCnec(K)(a, b) and nerve (Δ ↓ mapK(a, b)). Finally,
using Proposition 2.2.7, we complete the zigzag to MapK(a, b). �

Proposition 7.8.8 [51, 5.9] Let D be a fibrant simplicial category. Then the
counit map C(ÑD)→ D is a Dwyer–Kan equivalence.

Proof Since C(ÑD) is a simplicial category with the same object set asD, it
suffices to show that, for every a, b ∈ ob(D), the map

Map
C(ÑD)(a, b)→ MapD(a, b)

is a weak equivalence of simplicial sets.
As above, define Cn = (Δ[n]�Δ[0])/Δ[n]. Observe that C(Cn) is a simplicial

category with two objects, which we denote by 0 and 1, and let Qn denote the
mapping space MapC(Cn)(0, 1). By Propositions 7.7.9 and 7.8.2(2), the map

Qn → MapC(Δ[1])(0, 1) = Δ[0]

is a weak equivalence, and hence Qn is weakly contractible.
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Consider the following commutative diagram of simplicial sets:

MapC(ÑD)(a, b) MapD(a, b)

colim MapC(T )(α,ω) colim MapC(Y)(α,ω) colim MapC(Cn)(α,ω)

hocolim MapC(T )(α,ω) hocolim MapC(Y)(α,ω) hocolim MapC(Cn)(α,ω)

hocolimΔ[0] hocolimΔ[0] hocolimΔ[0].

� � �

The (homotopy) colimits in the left-hand column are indexed by the category
Nec ↓ ÑDa,b. Those in the middle column are indexed by Y ↓ ÑDa,b, where
Y is the category of gadgets described above. Finally, the (homotopy) colimits
in the right-hand column are indexed by the simplex category Δ ↓ mapÑD(a, b).
Except for the topmost one, the horizontal maps are induced by maps on the
indexing categories. The top vertical map in the middle column is obtained by
taking the adjoint map C(Y)→ D of the map Y → ÑD, then taking the induced
map MapC(Y)(α,ω)→ MapD(a, b). The indicated maps are weak equivalences
since the mapping spaces in C(T ), C(Y), and C(Cn) are all contractible. The
bottom horizontal row can be rewritten as

Map
Cnec(ÑD)(a, b)→ Map

CY(ÑD)(a, b)← nerve(Δ ↓ mapÑD(a, b)),

and these maps are weak equivalences by Proposition 7.8.6. It follows that the
horizontal maps in the third row must all be weak equivalences.

Now consider the composite

hocolim[n],C(Cn)→DMapC(Cn)(α,ω)→ colim[n],C(Cn)→DMapC(Cn)(α,ω)

→ MapD(a, b).

But a map C(Cn)→ D over (a, b) is precisely given by a map MapC(Cn)(α,ω)→
MapD(a, b). So, the above maps may instead be written as

hocolim[n],Qn→MapD(a,b) Qn → colim[n],Qn→MapD(a,b) Qn → MapD(a, b).

By Lemma 7.8.9 below, using that MapD(a, b) is a Kan complex, this com-
posite is a weak equivalence of simplicial sets. Referring back to the large
diagram, we can conclude that the map

hocolimY→ÑDMapC(Y)(α,ω)→ MapD(a, b)

is a Kan weak equivalence of simplicial sets.
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Finally, by Theorem 7.7.1, the map

hocolimT→ÑDMapC(T )(α,ω)→ Map
C(ÑD)(a, b)

is a Kan weak equivalence, since its domain is exactly Map
Choc(ÑD)(a, b). It

follows that

Map
C(ÑD)(a, b)→ MapD(a, b)

is a weak equivalence, as desired. �

Lemma 7.8.9 [51, 5.10] For every Kan complex X, the composite

hocolim[n],Cn→X Cn → colim[n],Cn→X Cn → X

is a weak equivalence.

We state one more technical result concerning homotopy mapping spaces.

Proposition 7.8.10 [51, 6.8] Suppose that f : K → L is a map of quasi-
categories and that, for all a, b ∈ K0, the induced map

mapK(a, b)→ mapL( f a, f b)

is a Kan weak equivalence. Then, for any g, h : Δ[1] → K, taken as a single
map ∂Δ[1] × Δ[1]→ K, the induced map

Maph(Δ[1] × Δ[1],K)→ Maph(Δ[1] × Δ[1], L),

of homotopy mapping spaces, taken in the category of simplicial sets under
∂Δ[1] × Δ[n], is also a Kan weak equivalence.

Now, given a quasi-category K and two objects a, b ∈ K0, we can think
of Maph

QCat∗,∗
(Δ[1],Ka,b) as the space of maps from a to b within the quasi-

category K. In other words, we can regard a quasi-category as a weak version
of a simplicial category in a more concrete way. Furthermore, we can now
define Dwyer–Kan equivalences between quasi-categories, in analogy with the
definition for simplicial categories.

Definition 7.8.11 [51, 7.1] A map f : K → L of simplicial sets is a Dwyer–
Kan equivalence if:

1 for every a, b ∈ X0, the induced map

mapK(a, b)→ mapL( f a, f b)

is a Kan weak equivalence of simplicial sets, and
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2 the induced map

HomHo(QCat)(Δ[0],K)→ HomHo(QCat)(Δ[0], L)

is an isomorphism of sets.

In fact, in the presence of condition (2), we can replace condition (1) in this
definition with a number of equivalent conditions which we now state.

Proposition 7.8.12 [51, 7.2] Let f : K → L be a Joyal fibration between
quasi-categories, and assume that f satisfies condition (1) of Definition 7.8.11.
Then the following are equivalent:

1 the map f has the right lifting property with respect to the maps ∅ → Δ[0]
and ∂Δ[1]→ E;

2 the induced map [Δ[0],K]E → [Δ[0], L]E is an isomorphism of sets;
3 the map f has the right lifting property with respect to the map ∅ → Δ[0],

i.e., f is surjective; and
4 the map f satisfies condition (2) of Definition 7.8.11.

Proof Since E is a cylinder object for Δ[0] in QCat, statements (2) and (4)
are equivalent, using the construction of the homotopy category of a model
category.

Next, we use the map of coequalizer diagrams defining [−,−]E , to see that
(1) implies (2), as follows. Consider the diagram

Hom(E,K) Hom(Δ[0],K) [Δ[0],K]E

Hom(E, L) Hom(Δ[0], L) [Δ[0], L]E

induced by the map f : K → L. Since we have assumed that f has the right
lifting property with respect to the maps ∅ → Δ[0], we can conclude that the
map [Δ[0],K]E → [Δ[0], L]E is surjective. Now suppose that g, h : Δ[0] →
K are maps such that their images agree in [Δ[0], L]E . By definition of E-
homotopy, there exists a map ϕ : E → L such that the diagram

∂Δ[1] K

E L

g�h

f

ϕ

commutes; the lift exists since we assumed that f has the right lifting prop-
erty with respect to the map ∂Δ[1] → E. But the existence of this lift shows
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that g and h are E-homotopic, and hence the map [Δ[0],K]E → [Δ[0], L]E is
injective.

We next prove that (2) implies (3). So, assume condition (2) holds, and con-
sider a map a : Δ[0]→ L. Since the map [Δ[0],K]E → [Δ[0], L]E is surjective,
there are maps b : Δ[0]→ K and h : E → L such that h(0) = f (b) and h(1) = a.
Since K → L is a Joyal fibration between quasi-categories, it has the right lift-
ing property with respect to the map Δ[0] → E whose image is the vertex 0.
Then the lift in the diagram

Δ[0] K

E L

b

f

h

sends the vertex 1 to a 0-simplex which is sent to a via f . Thus f has the
right lifting property with respect to the map ∅→ Δ[0], which is precisely the
statement of (3).

Finally, we want to prove that (3) implies (1). Let a, b : Δ[0] → K, and
consider a diagram

∂Δ[1] K

E L.

a�b

f

γ

β

Since we have assumed that K → L has the right lifting property with respect
to Δ[0]→ E, a lift β exists such that β(0) = a. Let a′ = β(1); then f (a′) = γ(1).

Let F be the fiber of f over γ(1), and let ∂Δ[1]→ F be given by 0 �→ a′ and
1 �→ b. Then we obtain a pullback square

mapF(a, b) mapK(a′, b)

mapΔ[0](0, 0) mapL(γ(1), γ(1)),

ϕ

where ϕ is a Kan acyclic fibration by our assumptions on f . Since the pull-
back of ϕ is hence also a Kan acyclic fibration, the simplicial set mapF(a′, b)
is weakly contractible. By Corollary 7.8.7, it follows that MapC(F)(a

′, b)
is weakly contractible. We can use analogous arguments to show that
MapC(F)(a

′, a′), MapC(F)(b, b), and MapC(F)(b, a
′) are also weakly contractible.

Thus, a′ and b are isomorphic in π0C(F). Hence, by Corollary 7.4.5 and Propo-
sition 7.2.7, there is a map E → F connecting a′ and b.

Let δ denote the composite E → F → K, and let h be the composite E(2)→
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E(1) = E
γ
→ Y , where the map E(2) → E(1) is defined by 0 �→ 0, 1 �→ 1, and

2 �→ 1. We then have a commutative square

E ∨ E K

E(2) L.

β∨γ

f

h

The left vertical map is a Joyal acyclic cofibration, since it is an inclusion and
both the domain and the codomain are weakly contractible in QCat, and so
there is a lift E(2)→ K. Precomposing this lift with the inclusion E(1)→ E(2)
defined by 0 �→ 0 and 1 �→ 2, we obtain a lift of the original map γ. �

The key result we need to prove in order to establish the Quillen equivalence
between SC and QCat is that Dwyer–Kan equivalences in QCat agree exactly
with Joyal equivalences. Once that result is proved, the Quillen equivalence is
not so difficult to obtain, since the weak equivalences in both model categories
have the same kind of description. However, we need a number of intermediate
results before we can show that the two kinds of equivalences inQCat coincide.

Proposition 7.8.13 [51, 7.3] Let K, L, K′, and L′ be quasi-categories.

1 If f : K → L is a Joyal fibration and a Dwyer–Kan equivalence, and g : L′ →
L is any map, then the pullback K ×L L′ → L′ is a Joyal fibration and a
Dwyer–Kan equivalence.

2 Let

K L

L′

be a diagram in which all maps are Joyal fibrations. If two of the three maps
are Dwyer–Kan equivalences, then so is the third.

3 Consider a diagram

K L M

K′ L′ M′

in which all the maps are Joyal fibrations and the vertical maps are Dwyer–
Kan equivalences. Let P denote the pullback of the top row and P′ the pull-
back of the bottom row. Assume that the induced map P→ P′ and the maps
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K → K′ ×L′ L and M → M′ ×M′ M are all Joyal fibrations. Then the map
P→ P′ is a Dwyer–Kan equivalence.

Proof Let us first prove (1). Since f is a Joyal fibration, so is the pullback map
K ×L L′ → L′, and furthermore its domain K ×L L′ is a quasi-category. Since
f has the right lifting property with respect to the map ∅→ Δ[0], the pullback
map does also, from which we obtain condition (2) of Definition 7.8.11. To
check condition (1), let (a1, a2), (b1, b2) ∈ (K ×L L′)0. In the pullback square

mapX×Y Y ′((x1, y1), (x2, y2)) mapX(x1, x2)

mapY ′(y1, y2) mapY (z1, z2),

where zi denotes the common image of xi and yi in Y , the horizontal maps are
Kan fibrations. By assumption, the bottom horizontal map is a Kan equiva-
lence, hence so is the top horizontal map.

For (2), it suffices to observe that the two-out-of-three property holds for
isomorphisms of sets and Kan weak equivalences of simplicial sets.

Finally, we prove (3). By part (1), the maps K′ ×L′ L → K′ and M′ ×L′

L → M′ are Joyal fibrations and Dwyer–Kan equivalences. Therefore, the
maps K → K′ ×L′ L and M → M′ ×L′ L, which are Joyal fibrations, are
also Dwyer–Kan equivalences by (2). In particular, they have the right lifting
property with respect to the map ∅→ Δ[0].

Let a = (a1, a3) ∈ P′0, and a2 the image of a1 and a3 in Y ′0. Since L→ L′ is a
Joyal fibration and a Dwyer–Kan equivalence, the 0-simplex a2 can be lifted to
some b2 ∈ L0. It follows that (a1, b2) ∈ (K′ ×L′ L)0, which can be lifted to some
b1 ∈ K0. Similarly, (a3, b2) ∈ (M′ ×L′ L)0, so it has a lift to some b3 ∈ M0. The
pair (b1, b3) ∈ P0 is a lift of a, and hence P→ P′ has the right lifting property
with respect to ∅→ Δ[0], establishing condition (2) of Definition 7.8.11.

To see that f : P → P′ also satisfies condition (1) of Definition 7.8.11, let
a, b ∈ P0. Then a = (x1, z1) and b = (x2, z2); let yi denote the image of both xi

and zi in L. In the diagram

mapK(x1, x2) mapL(y1, y2) mapM(z1, z2)

mapK′ ( f x1, f x2) mapL′ ( f y1, f y2) mapM′ ( f z1, f z2)

� � �

the vertical maps are Kan acyclic fibrations. But the induced map on pullbacks
must also be a Kan equivalence, as we needed to show. �

Lemma 7.8.14 [51, 7.5] Let K and L be quasi-categories and f : K → L a
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Joyal fibration and Dwyer–Kan equivalence. Then for every n ≥ 0 the follow-
ing maps are also Joyal fibrations and Dwyer–Kan equivalences:

1 KΔ[n] → LΔ[n],

2 KV[n,k] → LV[n,k] for every 0 < k < n,

3 K∂Δ[n] → L∂Δ[n], and

4 KΔ[n] → LΔ[n] ×L∂Δ[n] K∂Δ[n].

Proof To begin, observe that all the maps are Joyal fibrations between quasi-
categories by Corollary 7.3.3, using cofibrations with empty domain for the
first three statements. We first prove that KΔ[1] → LΔ[1] is a Dwyer–Kan equiv-
alence. Condition (1) in Definition 7.8.11 is verified by Proposition 7.8.10.
Using Proposition 7.8.12, it suffices to prove that the map KΔ[1] → LΔ[1] is
surjective, or, equivalently, that the original map K → L has the right lifting
property with respect to the map ∅→ Δ[1].

Using Lemma 7.8.12, we know that K → L is surjective, and hence that,
given a map g : Δ[1] → L, we may lift g(0) and g(1) to points a and b in K0.
Since the map

mapK(a, b)→ mapL(γ(0), γ(1))

is a Kan acyclic fibration, and g represents a 0-simplex in the target, we can
lift g to a 0-simplex in the domain.

Now consider the simplicial set G(n); we want to prove by induction that
KG(n) → LG(n) is a Dwyer–Kan equivalence for all n ≥ 0. The case when n = 0
recovers the map K → L, and we already established the case n = 1 since
G(1) = Δ[1]. So, assume that KG(n) → LG(n) is a Dwyer–Kan equivalence for
some n ≥ 1. Since G(n + 1) can be written as the pushout of the diagram
G(n) ← Δ[0] → Δ[1], we can obtain KG(n+1) as the pullback of the induced
diagram KG(n) → K ← KΔ[1]. Since the diagram

KG(n) K KΔ[1]

LG(n) L LΔ[1]

satisfies all the hypotheses of Proposition 7.8.13(3), the induced map on pull-
backs, which is precisely KG(n+1) → LG(n+1), is a Dwyer–Kan equivalence.

To complete the proof of (1), observe that the inclusion G(n) → Δ[n] is
a Joyal acyclic cofibration, so KΔ[n] → KG(n) is a Joyal acyclic fibration; in
particular, it is a Dwyer–Kan equivalence. Applying Proposition 7.8.13(2) to
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the diagram

KΔ[n] KG(n)

LΔ[n] LG(n)

shows that KΔ[n] → LΔ[n] is a Dwyer–Kan equivalence.
Now we turn to (2). For any 0 < k < n, the inclusion V[n, k] → Δ[n] is a

Joyal acyclic cofibration, so the map KΔ[n] → KV[n,k] is a Joyal acyclic fibra-
tion. Using part (1), it follows that KV[n,k] → LV[n,k] is a Dwyer–Kan equiva-
lence.

We prove part (3) by induction; the cases n = 0 and n = 1 follow by hypoth-
esis. For n ≥ 2, note that ∂Δ[n] is the pushout of the diagram

Δ[n − 1]← ∂Δ[n − 1]→ V[n, n − 1].

Then the map K∂Δ[n] → L∂Δ[n] is the induced map on pushouts of the diagram

KV[n,n−1] K∂Δ[n−1] KΔ[n−1]

LV[n,n−1] L∂Δ[n−1] LΔ[n−1].

We have already proved that the left and right vertical maps are Dwyer–Kan
equivalences, and the middle vertical map is a Dwyer–Kan equivalence by our
inductive hypothesis. Since this diagram satisfies the hypotheses of Proposition
7.8.13(3), the map K∂Δ[n] → L∂Δ[n] is a Dwyer–Kan equivalence.

Finally, to prove (4), let n ≥ 0 and consider the diagram

KΔ[n]

LΔ[n] ×L∂Δ[n] K∂Δ[n] K∂Δ[n]

LΔ[n] L∂Δ[n].

We proved in part (3) that the right vertical map is a Dwyer–Kan equivalence,
hence so is the pullback LΔ[n] ×L∂Δ[n] K∂Δ[n] → LΔ[n] by Proposition 7.8.13(1).
We have also proved in (1) that KΔ[n] → LΔ[n] is a Dwyer–Kan equivalence, so
the same is true for KΔ[n] → LΔ[n] ×L∂Δ[n] K∂Δ[n] by Proposition 7.8.13(2). �

Proposition 7.8.15 [51, 7.6] If K → L is a Joyal fibration and Dwyer–Kan
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equivalence between quasi-categories, then K → L is a Kan acyclic fibration,
and in particular a Joyal equivalence.

Proof By Lemma 7.8.14(4), for every n ≥ 0, the map

KΔ[n] → K∂Δ[n] ×L∂Δ[n] LΔ[n]

is a Joyal fibration and Dwyer–Kan equivalence. In particular, it has the right
lifting property with respect to the map ∅→ Δ[0]. Equivalently, any square

∂Δ[n] K

Δ[n] L

has a lift, so K → L is a Kan acyclic fibration. It is hence a Joyal equivalence
by Proposition 7.3.1. �

Theorem 7.8.16 [51, 8.1] For a map g : K → L of simplicial sets, the follow-
ing are equivalent.

1 The map g is a Joyal equivalence.

2 The functor C(g) : C(K) → C(L) is a Dwyer–Kan equivalence of simplicial
categories.

3 The map g is a Dwyer–Kan equivalence of simplicial sets.

Proof The implication (1) ⇒ (2) has already been proved in Proposition
7.7.9.

To establish the equivalence of (2) and (3), we claim that it suffices to con-
sider the case where K and L are quasi-categories. To prove this claim, consider
any diagram

K K′

L L′

g g′

in which the horizontal maps are Joyal equivalences. Using the definition of
Dwyer–Kan equivalence of simplicial sets, one can check that g is a Dwyer–
Kan equivalence if and only if g′ is. Using the implication (1)⇒ (2), one can
also see that C(g) is a Dwyer–Kan equivalence of simplicial categories if and
only if C(g′) is. Thus, if K and L are not quasi-categories, we can apply fibrant
replacement in QCat and consider the induced map instead.

Now recall from Proposition 7.4.6 that if K is a quasi-category, then the set
[Δ[0],K]E is in bijection with the set of isomorphism classes in the category
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π0C(K). Furthermore, by Corollary 7.8.7, for any a, b ∈ K0, the simplicial set
mapK(a, b) is connected to MapC(K)(a, b) by a natural zigzag of weak equiva-
lences. The equivalence of (2) and (3) now follows from the definitions.

Lastly, we prove that (2) implies (1). Let L→ L f be a fibrant replacement in
QCat. Factor the composite map K → L → L f as a Joyal acyclic cofibration
followed by a Joyal fibration to produce a square

K L

K f L f

g

� �

g f

in which the vertical maps are Joyal equivalences. They are therefore Dwyer–
Kan equivalences of simplicial categories after applying the functor C. It fol-
lows that C(g f ) is also a weak equivalence, and therefore g f is a Dwyer–Kan
equivalence by the fact that (2) implies (3). Then by Proposition 7.8.15, the
map gf is a Joyal equivalence, and hence the same is true for g by the two-out-
of-three property. �

Corollary 7.8.17 [51, 8.2] The adjoint functors C : QCat � SC : Ñ define a
Quillen equivalence.

Proof The functor C preserves cofibrations and acyclic cofibrations by Lemma
7.7.7 and Proposition 7.7.9. Thus, the functors (C, Ñ) define a Quillen pair.

To prove that it is a Quillen equivalence, we first need to know that, for any
fibrant simplicial category D, the map C(ÑD) → D is a weak equivalence in
SC. This fact has been proved in Proposition 7.8.8.

It remains to prove that, for any simplicial set K and any fibrant replacement
C(K) → D in SC, the induced map K → Ñ(C(K)) → ÑD is a Joyal equiva-
lence. By Theorem 7.8.16, it suffices to prove that C(K)→ CÑC(K)→ C(ÑD)
is a weak equivalence in SC. Consider the diagram

C(K) CÑC(K) C(ÑD)

C(K) D.
=

�

�

It follows that the composite of the top vertical maps is a weak equivalence,
completing the proof. �
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7.9 The Equivalence With Complete Segal Spaces

In this section, we prove that the model categories QCat and CSS are Quillen
equivalent. This result is due to Joyal and Tierney [74], and our treatment here
draws from their proof, as well as from the analogous proof in the dendroidal
setting of Cisinski and Moerdijk [45]. We should add that Joyal and Tier-
ney give two such Quillen equivalences, using two different adjoint pairs of
functors, and they also establish similar Quillen equivalences between quasi-
categories and Segal categories. We do not give these Quillen equivalences
here, however.

Of particular importance in this section is the fact that a complete Segal
space, or more generally, any simplicial space, can be regarded as a simpli-
cial object in the category of simplicial sets in two different ways. Typically,
given a simplicial space W, we regard it as a functor W : Δop → SSets and
denote the simplicial set in degree n by Wn. For increased clarity, in this sec-
tion we denote this simplicial set by Wn,∗. If we instead take the other simpli-
cial direction, we denote the simplicial set in degree n by X∗,n. Whereas we
have Xn,∗ = Map(Δ[n]t, X), looking at the other orientation we can replace
Δ[n]t by the constant simplicial set Δ[n] to see that W∗,n = Map(Δ[n],W). In
other words, the roles of the two “constant” simplicial spaces associated to a
simplicial set are reversed when we change perspective in this way. Joyal dis-
tinguishes between the two simplicial directions by calling one the “vertical”
direction and the other the “horizontal” direction, but there does not seem to
be consistency in which direction people visualize as which, so we avoid any
of this kind of terminology.

First, we consider the following adjoint pair between the categories of sim-
plicial spaces and simplicial sets. Consider the inclusion SSets → SSetsΔ

op

given by taking a simplicial set K to the simplicial space Kt. This functor has
a right adjoint which takes a simplicial space W to the simplicial set W∗,0. Our
goal in this section is to prove that this adjunction defines a Quillen equivalence
QCat � CSS.

Let us first recall some facts about the model structure CSS, and in partic-
ular how we can characterize its fibrant objects by lifting properties. Since the
fibrant objects of CSS are precisely the complete Segal spaces, they satisfy
three conditions: Reedy fibrancy, the Segal condition, and the completeness
condition.

If W is Reedy fibrant, then the map W → Δ[0] has the right lifting property
with respect to the Reedy acyclic cofibrations, and in particular the generating
set

{∂Δ[n] × Δ[m]t ∪ Δ[n] × V[m, k]t → Δ[n] × Δ[m]t}
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where n ≥ 0, m ≥ 1, and 0 ≤ k ≤ m.
If W is additionally a Segal space, then we know that, for every n ≥ 2, the

map

Map(Δ[n]t,W)→ Map(G(n)t,W)

is a weak equivalence of simplicial sets; it is furthermore a fibration since
G(n)t → Δ[n]t is a cofibration of simplicial spaces, by Proposition 2.4.6. Thus,
a lift exists in any diagram of the form

∂Δ[m] Map(Δ[n]t,W)

Δ[m] Map(G(n)t,W)

where m ≥ 0. Using adjointness of products and mapping spaces, such a lift
exists precisely when the map W → Δ[0] has the right lifting property with
respect to the maps

{∂Δ[m] × Δ[n]t ∪ Δ[m] ×G(n)t → Δ[m] × Δ[n]t}

for m ≥ 0 and n ≥ 2.
Using a similar argument, if W is a complete Segal space, then the map

W → Δ[0] has the right lifting property with respect to the maps in the set

{∂Δ[m] × Et ∪ Δ[m] × Δ[0]t → Δ[m] × Et}

where m ≥ 0.
We can assemble this information into the following statement.

Proposition 7.9.1 A simplicial space W is a complete Segal space if and only
if the map W → Δ[0] has the right lifting property with respect to the following
maps:

1 ∂Δ[n] × Δ[m]t ∪ Δ[n] × V[m, k]t → Δ[n] × Δ[m]t for n ≥ 0, m ≥ 1, and
0 ≤ k ≤ m;

2 ∂Δ[m] × Δ[n]t ∪ Δ[m] ×G(n)t → Δ[m] × Δ[n]t for m ≥ 0 and n ≥ 2; and
3 ∂Δ[m] × Et ∪ Δ[m] × Δ[0]t → Δ[m] × Et for m ≥ 0.

Now, we would like to define an equivalent model structure on the same cat-
egory, but in which simplicial spaces are viewed with the opposite orientation,
as described above, and for which we use the Joyal model structure on simpli-
cial sets. Specifically, we want to start with a Reedy model structure in which
we take the weak equivalences to be the maps W → Z such that W∗,n → Z∗,n
is a Joyal equivalence of simplicial sets for all n ≥ 0. Cofibrations are still the
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monomorphisms. We denote this model structure by QCatΔ
op

. Let us describe
the fibrant objects of this model structure in terms of lifting properties, as we
did above.

If W is fibrant inQCatΔ
op

, then for every n≥ 0 the map W∗,n→ coskt
n−1(W)∗,n

is a fibration of simplicial sets. Here, we use the “transpose” notation to indi-
cate that we are taking coskeleta in the opposite simplicial direction from the
usual one. Further, note that if W is fibrant, then this map is a fibration be-
tween quasi-categories. Thus, it has the right lifting property with respect to
inner horns V[m, k]→ Δ[m] for m ≥ 2 and the inclusion map Δ[0]→ E. How-
ever, having the right lifting property with respect to inner horns is equivalent
to having the right lifting property with respect to the maps G(m) → Δ[m] for
all m ≥ 2, by Proposition 7.1.2.

Now, a map G(m) → W∗,n corresponds to a map G(m) → Map(Δ[n],W),
which in turn corresponds, by adjointness, to a map

Δ[n] ×G(m)t → W.

Similarly, a map Δ[m] → coskt
n−1(W)∗,n is given by Δ[m] → Map(∂Δ[n],W),

which corresponds to a map

∂Δ[n] × Δ[m]t → W.

Assembling such maps together, we obtain that a lift in a diagram

G(m) W∗,n

Δ[m] coskt
n−1(W)∗,n

corresponds to a lift in the diagram

∂Δ[n] × Δ[m]t ∪ Δ[n] ×G(m)t W

Δ[n] × Δ[m]t .

By a similar construction, we see that a lift in a diagram

Δ[0] W∗,n

E coskt
n−1(W)∗,n
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is equivalent to a lift in the corresponding diagram

∂Δ[n] × Et ∪ Δ[n] × Δ[0]t W

Δ[n] × Et .

Thus, we see that fibrant objects W in QCatΔ
op

satisfy exactly the lifting prop-
erties which correspond to the Segal and completeness conditions.

Now, we would like a localization of this model structure so that the fibrant
objects are precisely the complete Segal spaces. While we have seen that the
fibrant objects are already local with respect to the Segal and completeness
conditions, there is no reason for them to be fibrant in the usual Reedy model
structure on simplicial spaces. We claim that the following condition is the one
that we need.

Definition 7.9.2 An object W of QCatΔ
op

is locally constant if the maps
W∗,0 → W∗,m induced from the maps [m]→ [0] in Δ are Joyal equivalences for
all n ≥ 1.

Proposition 7.9.3 Let W be a fibrant object of QCatΔ
op

. Then W is locally
constant if and only if W → Δ[0] has the right lifting property with respect to
the maps

V[m, k] × Δ[n]t ∪ Δ[m] × ∂Δ[n]t → Δ[m] × Δ[n]t

for all m ≥ 1, 0 ≤ k ≤ m, and n ≥ 0.

Proof The simplicial space W has the desired lifting property if and only if
each map Map(Δ[m],W) → Map(V[m, k],W) is an acyclic fibration, i.e., has
the right lifting property with respect to the maps ∂Δ[n] → Δ[n]. Let us first
consider the case where m = 1. In this case, V[1, k] � Δ[0] for both values
of k, so on mapping spaces we get precisely that the map W∗,1 → W∗,0 is an
acyclic fibration.

We can prove the result for higher values of m using induction; for simplic-
ity, we present the argument for m = 2. Observe that for any possible value of
k, the simplicial set V[2, k] can be written as a pushout Δ[1] �Δ[0] Δ[1] (where
the precise gluing depends on the value of k). Then we have

Map(V[2, k],W) � Map(Δ[1] �Δ[0] Δ[1],W)

� Map(Δ[1],W) ×Map(Δ[0],W) Map(Δ[1],W0)

� W∗,1 ×W∗,0 W∗,1

� W∗,1
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where the last equivalence follows from the inductive hypothesis that W∗,1 →
W∗,0 is a weak equivalence. Thus, Map(Δ[2],W)→ Map(V[2, k],W) is a weak
equivalence if and only if W∗,2 → W∗,1 is a weak equivalence. We can thus
conclude that the desired lifting property holds if and only if W is locally con-
stant. �

Now, if we localize QCatΔ
op

with respect to the maps Δ[n] → Δ[0], we
obtain a model structure on simplicial spaces in which the fibrant objects are
locally constant. The arguments above establish the following result.

Proposition 7.9.4 The locally constant model structure on simplicial spaces
is precisely the model structure CSS.

Proof In both model structures, the cofibrations are exactly the monomor-
phisms of simplicial spaces. By Proposition 1.4.10, it suffices to prove that
they have the same fibrant objects. But we have already shown that the fibrant
objects in both model structures are characterized by the same lifting condi-
tions. �

However, thinking of this model structure as the locally constant one allows
us to prove the following result.

Theorem 7.9.5 [74, 4.11] The inclusion functor i : QCat → QCatΔ
op

, taking
a simplicial set K to the simplicial space Z with Z∗,n = K for all n, has a right
adjoint, the evaluation map ev0 taking a simplicial space W to the simplicial
set W∗,0. This adjoint pair defines a Quillen equivalence

i : QCat � CSS : ev0 .

Proof The fact that evaluation at zero is right adjoint to the inclusion is not
hard to check. To prove that the adjoint pair is a Quillen pair, first observe
that the inclusion functor preserves cofibrations, since they are precisely the
monomorphisms in each category. In fact, this functor preserves weak equiva-
lences by definition of the locally constant model structure, and in particular it
preserves acyclic cofibrations.

To prove this Quillen pair is a Quillen equivalence, let K be a simplicial set.
We need to prove that the map K → ev0 Z f is a Joyal equivalence. A fibrant
replacement Z f of Z is a locally constant simplicial space with a quasi-category
in each simplicial degree. Thus, ev0 Z f is simply a fibrant replacement for K
in QCat.

Finally, let W be a fibrant object of the locally constant model structure.
Then i(ev0 W)c = i(ev0 W) = W∗,0, regarded as a constant simplicial space.
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However, since W is locally constant, it follows that the map W∗,0 → W is
a weak equivalence in the locally constant model structure, as we needed to
show. �
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Relative Categories

The final model that we consider takes us back to one of our motivations for the
subject. From the perspective of homotopy theory, an (∞, 1)-category should
model a category with weak equivalences. So, we want to have a model struc-
ture on the category of small categories with weak equivalences.

As it is less cumbersome, in this chapter we adopt the terminology of Bar-
wick and Kan [11] and refer to categories with weak equivalences as relative
categories. The results of this chapter are taken from their paper [11]. The main
idea is that a pair of adjoint functors is used to define a model structure on the
category of small relative categories in such way that it is Quillen equivalent
to the complete Segal space model structure.

8.1 Basic Definitions

Although we have seen relative categories already, let us state a formal defini-
tion.

Definition 8.1.1 A relative category (or category with weak equivalences) is
a pair (C,W) consisting of

1 a category C, called the underlying category, and
2 a subcategoryW of C containing all the objects of C, whose morphisms are

called weak equivalences.

A relative functor F : (C,W)→ (D,V) is given by a functor F : C → D such
that the image ofW is contained inV. A relative inclusion is a relative functor
such that the underlying functor F : C → D is the inclusion of a subcategory
andW = V ∩ C.

We denote by RelCat the category of small relative categories and relative

213
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functors between them. When referring to a relative category (C,W), we fre-
quently simply write C, leaving the subcategoryW of weak equivalences im-
plicit.

Given a category C, we can consider the two extreme cases of relative cat-
egory structures, one in which all morphisms are weak equivalences, and the
other in which only the identity morphisms are weak equivalences.

Definition 8.1.2 A relative category (C,W) is maximal ifW = C, and it is
minimal ifW has no nonidentity morphisms.

We denote the maximal relative category structure on a category C by Cmax,
and the minimal relative category structure by Cmin. Of particular importance
here are the maximal and minimal relative category structures on the category
[n] = {0→ · · · → n}.

We have the following nice property of the category of small relative cate-
gories.

Proposition 8.1.3 [11, 7.1] The category RelCat is cartesian closed.

Proof We first need to show that, for any relative category A, the functor
− × A : RelCat → RelCat has a right adjoint (−)A. Given a relative category
B, define BA to be the relative category whose objects are the relative functors
A → B, whose morphisms are the relative functorsA×[1]min → B, and whose
weak equivalences are the relative functors A × [1]max → B. One can check
that this construction is functorial and defines the desired adjoint functor.

Secondly, for relative categories A, B, and C, we need to prove that there
is an isomorphism CA×B � (CB)A. Define a functor which on objects takes
a relative functor f : A × B → C to the relative functor A → CB which
takes an object a of A to the functor b �→ f (a, b) and behaves similarly on
morphisms and weak equivalences of A. On morphisms, a relative functor
A×B× [1]min → C is assigned to the relative functorA× [1]min → CB adjoint
to

(A× B) × [1]min � (A× [1]min) × B → C.

The definition on weak equivalences is similar. Again, one can check that this
construction gives the required isomorphism. �

We can restrict ourselves to relative categories whose underlying categories
are posets.

Definition 8.1.4 [11, 4.1] A relative poset is a relative category (P,W) such
that P, and hence alsoW, is a poset.
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Let RelPos be the full subcategory of RelCat whose objects are relative
posets.

We now turn to a definition of homotopy between relative functors.

Definition 8.1.5 [11, 3.3]

1 Given two relative functors f , g : C → D, a strict homotopy from f to g is
given by a natural weak equivalence H : C× [1]max → D in RelCat such that
H(C, 0) = f (C) and H(C, 1) = g(C) for every object C of C, and likewise
for morphisms in C.

2 A relative functor f : C → D is a homotopy equivalence if there is a relative
functor g : D → C such that g f is strictly homotopic to the identity on C
and f g is strictly homotopic to the identity onD.

This homotopy relation is compatible with the cartesian closure of RelCat,
in the folllowing sense.

Proposition 8.1.6 [11, 7.2] If two relative functors f , g : A → B are strictly
homotopic, then for any relative category C, the induced maps f ∗, g∗ : CB →
CA are strictly homotopic. In particular, if h : A → B is a strict homotopy
equivalence, then so is h∗ : CB → CA for any relative category C.

Proof Suppose H : A × [1]max → B is a strict homotopy. Consider the com-
posite

CB → CA×[1]max � (CA)[1]max .

Its adjoint CB × [1]max → ZA is the desired strict homotopy. �

We make use of strong homotopies of relative functors in the following defi-
nition, which is key in the definition of cofibration between relative categories.

Definition 8.1.7 Let i : C → D be a relative inclusion. A strong deformation
retraction ofD onto C is given by

1 a relative functor r : D → C such that ri = idC, and
2 a strict homotopy S from r to idC.

Before we can define the key maps of interest in this section, we need a
categorical definition.

Definition 8.1.8 LetD be a category and C a subcategory ofD.

1 The subcategory C is a sieve in D if any morphism d → c in D, where c is
an object of C, is a morphism in C.

2 Dually, C is a cosieve in D if any morphism c → d in D, where c is an
object of C, is a morphism in C.
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Remark 8.1.9 Equivalently, C is a sieve inD if there exists a functor α : D →
[1]max such that α−1(0) = C. The function α is called a characteristic relative
functor. Dually, C is a cosieve in D if there is a functor β : D → [1]max such
that β−1(1) = C.

The following kinds of relative functors are key in developing the model
structure.

Definition 8.1.10 [11, 3.5] A relative inclusion (C,W)→ (D,V) is a Dwyer
inclusion if:

1 the category C is a sieve inD, and
2 the category C is a strong deformation retract of the smallest cosieve ZC of
D containing C.

A relative functor (C,W) → (D,V) is a Dwyer map if it admits a (unique)
factorization (C,W) → (C′,W′) → (D,V) in RelCat where (C,W) →
(C′,W′) is an isomorphism and (C′,W′)→ (D,V) is a Dwyer inclusion.

Proposition 8.1.11 [11, 9.1] Dwyer maps are closed under retracts.

Proof Let A → B be a Dwyer map of relative categories; replacing A if
necessary, assume it is a Dwyer inclusion. Consider a diagram

A′ A′′ B′

A ZA B

A′ A′′ B′

f f

g g

in which g f = idB′ and the horizontal maps are relative inclusions, and suppose
that (r, S ) is a strong deformation retraction of ZA onto A. One can check
that A′ is a sieve on B′ and that A′′ = ZA′. It remains to define a strong
deformation retraction of A′′ onto A′. Let r′ = gr f and S ′ = gS f : g f f →
g f = idA′′ . Then (r′, S ′) is precisely the strong deformation retraction that we
need. �

Proposition 8.1.12 [11, 9.3] Dwyer maps are closed under transfinite com-
position.

Proof As in the proof of the previous proposition, assume that all Dwyer
maps in question are relative inclusions. Suppose A0 → A1 and A1 → A2

are Dwyer maps, with (r01, S 01) a strong deformation retraction of Z(A0,A1)
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onto A0 and (r12, S 12) a strong deformation retraction of Z(A1,A2) onto A1.
We want to show that the compositeA0 → A2 is again a Dwyer map. It is not
hard to check thatA0 is a sieve inA2.

It remains to define a strong deformation retraction (r02, S 02) of Z(A0,A2)
ontoA2. Let (r′12, S

′
12) be the restriction of (r12, S 12) to Z(A0,A1) ⊆ Z(A1,A2).

Then define r02 = r01r′12 and S 02 = S ′12S 01 to be the desired retraction.
A similar argument can be made for transfinite compositions. �

Proposition 8.1.13 [11, 9.2] Let

A C

B D

s

i j

t

be a pushout diagram of relative categories in which i : A → C is a Dwyer
map.

1 The relative functor j : C → D is a Dwyer map, and ZC � ZA�A C.
2 Let XA denote the full relative subcategory of B spanned by objects not in

the image of A. The map t : B → D restricts to isomorphisms XA � XC
and XA∩ ZA � XC ∩ ZC.

3 IfA, B, and C are relative posets, then so isD.

Proof To prove (1), we first assume as usual that i is a relative inclusion.
Let us first prove that C is a sieve in D. Consider the characteristic relative
functor B → [1]max and the relative functor C → [1]max which takes all of C
to the object 0. There is an induced relative functor D → [1]max for which the
preimage of 0 is C, showing that C is a sieve inD. An analogous argument can
be used to show that ZA�A C is a cosieve inD.

Since i is a Dwyer map, there is a strong deformation retraction (r, S ) of ZA
ontoA. Define a strong deformation retraction (r′, S ′) of ZA�A C onto C by

r′ = r �A C : ZA�A C → A�A C = C

and

S ′ = S �A C : r �A C → idZA �AC = idZA�AC .

Thus we have shown that C deformation retracts onto ZA�AC. Since we have
that ZA�A C is a cosieve inD, we can conclude that ZC � ZA�A C.

To prove (2), consider the relative inclusion

[0]max = A�A [0]max → B�A [0]max.

Observe that Z[0]max = ZA �A [0]max can be obtained from XA ∩ ZA by
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adjoining a single object 0 and a single weak equivalence 0 → B for every
object B of XA ∩ ZA. We can build B �A [0]max similarly from XA, and
hence we can buildD�C [0]max from XC ∩ ZC analogously. Furthermore, the
relative functor B → D induces an isomorphism

B �A [0]max � D�C [0]max.

The result follows from the construction of these two relative categories, as
just described.

Finally, we prove (3) by showing that there is at most one morphism between
any two objects of D. Suppose D and E are two objects of D. If they are both
in C, then there is at most one map between them, since C is a relative poset.
We know from (2) that XC � XA, and since XA ⊆ A, we know XC must
be a relative poset. Therefore if D and E are both in XC, there is at most one
morphism between them.

Now suppose that D is in C and E is in XC. Since C is a sieve in D, we
conclude there can be no map E → D in D. If there is a map g : D → E, then
E is in ZC, and g = (S ′E)(r′g), where (r′, S ′) is as in (1). Since r′g : D→ r′E
is in the relative poset C, the map g must be unique. �

8.2 Subdivision Functors

We now turn to defining the subdivision of a relative poset. This construction
is critical in developing the model structure on the category of small relative
categories.

Definition 8.2.1 [11, 4.2] The terminal subdivision of a relative poset P is
the relative poset ξtP with

1 objects the monomorphisms [n]min → P in RelPos, for any n ≥ 0,

2 morphisms

(x1 : [n1]min → P)→ (x2 : [n2]min → P)

given by commutative diagrams

[n1]min [n2]min

P,
x1 x2

and
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3 weak equivalences the commutative triangles as above for which the induced
map x1(n1)→ x2(n2) is a weak equivalence in P.

The terminal subdivision of a relative poset is equipped with a terminal pro-
jection functor πt : ξtP → P which sends an object x : [n]min → P of ξtP
to the object x(n) of P and a commutative triangle as above to the morphism
x1(n1) → x2(n2) in P. In particular, a map in ξtP is a weak equivalence if and
only if its image under πt is a weak equivalence in P.

We have the analogous definition of the initial subdivision; note the reversal
of the direction of the horizontal arrow in the diagram specifying a morphism.

Definition 8.2.2 [11, 4.2] The initial subdivision of a relative poset P is the
relative poset ξiP with

1 objects the monomorphisms [n]min → P in RelPos, for any n ≥ 0,
2 morphisms

(x1 : [n1]min → P)→ (x2 : [n2]min → P)

given by commutative diagrams

[n2]min [n1]min

P,
x2 x1

and
3 weak equivalences the commutative triangles as above for which the induced

map x2(0)→ x1(0) is a weak equivalence in P.

The initial subdivision of a relative poset is equipped with an initial projection
functor πi : ξiP → P which sends an object x : [n]min → P of ξiP to the
object x(0) of P and a commutative triangle as above to x2(0)→ x1(0) in P. In
particular, a map in ξiP is a weak equivalence if and only if its image under πi

is a weak equivalence in P.

We can extend these constructions to define functors ξt and ξi from the cat-
egory RelPos to itself. Given a functor f : P → Q of relative posets, we take
a monomorphism [n]min → P to the unique monomorphism [m]min → Q for
which [n]min → [m]min is an epimorphism and the diagram

[n]min [m]min

P Qf
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commutes.
We often want to apply both subdivision functors to a relative poset.

Definition 8.2.3 Let P be a relative poset. Define the two-fold subdivision of
P to be ξP = ξtξiP.

Note that we have made a choice here of which subdivision to take first. We
could equally have chosen to perform the subdivisions in the opposite order;
Barwick and Kan refer to this construction as the conjugate two-fold subdivi-
sion. We do not make use of this construction here, however.

Proposition 8.2.4 [11, 7.3]

1 The subdivision functors ξt, ξi, and ξ preserve homotopies between maps
whose domains are finite relative posets, and therefore they preserve homo-
topy equivalences between finite relative posets.

2 For any m, n ≥ 0, all the maps in the diagram

ξ([n]min × [m]max) ξi([n]min × [m]max) [n]min × [m]max

ξ[n]min ξi[n]min [n]min,

πtξi πi

πtξi πi

in which the vertical maps are induced by the projection [n]min × [m]max →
[n]min, are homotopy equivalences.

Proof We leave the proof of (1) as an exercise. To prove (2), first observe that
the map [n]min × [m]max → [n]min is a homotopy equivalence, from which we
can conclude that the other two vertical maps are homotopy equivalences by
(1). It remains to show that all the horizontal maps are homotopy equivalences.
Consider the diagram

ξtξi[n]min ξi[n]min

ξt[n]min [n]min.

πtξi

ξtπi πi

πt

The map πt has a homotopy inverse, given by sending any object i of [n]min to
the object (0, . . . , i) of ξt[n]min. Similarly, the map πi has a homotopy inverse
given by sending any object i of [n]min to the object (n − i, . . . , n) of ξi[n]min.
Another application of (1) shows that πtπi is a homotopy equivalence, from
which it follows from the two-out-of-three property that πtξi is as well. Thus we
have proved that the bottom horizontal maps in the large diagram are homotopy
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equivalences; yet another application of the two-out-of-three property shows
that the top horizontal maps must also be homotopy equivalences. �

Proposition 8.2.5 [11, 9.4] Suppose thatP → Q is a relative inclusion of rel-
ative posets such that P is a sieve or a cosieve in Q. Then the induced inclusion
ξtP → ξtQ is a Dwyer map.

Proof We prove the case in which P is a cosieve, the case of a sieve being
similar. First, we need to prove that ξtP is a sieve in ξtQ. Consider a morphism
(q1, . . . , qn) → (p1, . . . , pm) in ξtQ with (p1, . . . , pm) in ξtP. By definition of
ξtQ, such a morphism is given by a map δ : [n] → [m] in Δ over Q, so that
qi = pδ(i) for all 0 ≤ i ≤ n. But then each qi must be inP, and hence (q1, . . . , qn)
is in ξtP.

It remains to find a strong deformation retraction of ZξtP onto ξtP. Let
(q1, . . . , qn) be an object of ξtQ. Since P is a cosieve in Q, either qi � P for
all 0 ≤ i ≤ n, or there is some j such that qi ∈ P for all i ≥ j. In the lat-
ter case, we have that (q j, . . . , qn) is an object of ξtP, and (q0, . . . , qn) is an
object of ZξtP. So define the required strong deformation retraction (r, S ) by
r(q0, . . . , qn) = (q j, . . . , qn) and S : (q j, . . . , qn) �→ (q0, . . . , qn). �

8.3 The Model Structure and Equivalence With Complete
Segal Spaces

Finally, we define a pair of adjoint functors between the category of small
relative categories and the category of simplicial spaces which induces a model
structure on RelCat which is Quillen equivalent to the model category CSS.

Given a relative category (C,W), we also have the alternative notation weC
for the subcategoryW of weak equivalences. Given a relative category C, the
category C[n] of functors [n] → C can be given the structure of a relative cate-
gory in which the weak equivalences are the natural transformations of functors
whose component maps are weak equivalences in C. We use this notation in
the following generalization of the classifying diagram to the setting of relative
categories.

Definition 8.3.1 Let C be a relative category. The classification diagram of
C is the simplicial space ND defined by

(NC)n = nerve(weC[n]).

This construction defines a functor N : RelCat → SSetsΔ
op

.
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Alternatively, the set (NC)n,m can be defined to be the set of functors

[n]min × [m]max → C.

Proposition 8.3.2 [11, 5.3] The classification diagram functor N has a left
adjoint K, given by

K(Δ[n]t × Δ[m]) = [n]min × [m]max.

Define the functor ξ = ξtξi, where ξt denotes terminal subdivision and ξi

denotes initial subdivision.

Proposition 8.3.3 [11, 5.3] The functor Kξ : SSetsΔ
op → RelCat defined by

Kξ(Δ[n]t × Δ[m]) = ξ([n]min × [m]max)

has a right adjoint which we denote by Nξ.

Observe that the natural transformation π : ξ → id induces a natural trans-
formation π∗ : N → Nξ.

Lemma 8.3.4 [11, 5.4] The natural transformation π∗ is a Reedy weak equiv-
alence.

Proof We need to show that, for any relative category A and any n ≥ 0, the
map

π∗n : (NA)n → (NξA)n

is a weak equivalence of simplicial sets. By definition, we have

(NA)n,m = HomRelCat([n]min × [m]max,A)

and

(NξA)n,m = HomRelCat(ξ([n]min × [m]max),A).

Define a simplicial space FnA by

(FnA)m,p = HomRelCat([n]min × [m]max,A[p]max ).

If we define FnA by

(FnA)m,p = HomRelCat([n]min × [m]max,A[0]max ),

observe that there is map

FnA → FnA

induced by the inclusion [0]max → [p]max. By Proposition 8.1.6, if we restrict
to level p we get a weak equivalence of simplicial sets

(FnA)∗,p → (FnA)∗,p.
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Similarly, define a map GnA → GnA, where

(GnA)m,p = HomRelCat(ξ([n]min × [m]max),A[p]max )

and

(GnA)m,p = HomRelCat(ξ([n]min × [m]max),A[0]max ),

and observe that the induced map

(GnA)∗,p → (GnA)∗,p

is a weak equivalence of simplicial sets.
Now, using adjointness and the map π : ξ([n]min× [m]max)→ [n]min× [m]max,

we obtain a map

(FnA)m,p � HomRelCat([p]max,A[n]min×[m]max )

→ HomRelCat([p]max,Aξ([n]min×[m]max)) � (GnA)m,p.

We can then apply Proposition 8.2.4(2) to see that, if we fix m and let p vary,
this map gives a weak equivalence of simplicial sets. We can complete the
proof by observing that there are isomorphisms

(NA)n � diag FnA

and

(NξA)n � diag GnA. �

Lemma 8.3.5 The functor Nξ takes Dwyer maps to Reedy cofibrations.

Proof LetA → B be a Dwyer map. For simplicity, assume that it is a Dwyer
inclusion and so in particular a relative inclusion of relative posets. It suffices
to prove that, for any m, n ≥ 0, the map

Nξ(A)n,m → Nξ(B)n,m

is a monomorphism of sets. Applying the definition of Nξ, we consider the map

HomRelCat(ξ([n]min × [m]max),A)→ HomRelCat(ξ([n]min × [m]max),B).

Since the original map A → B is a relative inclusion, one can check that this
induced map is indeed a monomorphism. �

We recall the following definitions for simplicial spaces.
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Definition 8.3.6 Two maps W → Z of simplicial spaces are homotopic if
there is a homotopy W × Δ[1]t → Z restricting to the maps in question on the
endpoints of Δ[1]t, or if the maps can be connected by a zigzag thereof. A map
f : W → Z is a homotopy equivalence if there exists a map g : Z → W such
that g f is homotopic to idW and f g is homotopic to idZ .

The following result can be checked from the above definitions.

Proposition 8.3.7 [11, 7.4] Any homotopy equivalence of simplicial spaces
is a Reedy weak equivalence.

Now we show that this definition of homotopy for simplicial spaces is com-
patible with the analogous notion for relative functors, via the functor Nξ.

Proposition 8.3.8 [11, 7.5] The functor Nξ takes homotopic maps in RelCat
to homotopic maps inSSetsΔ

op
, and in particular takes homotopy equivalences

to homotopy equivalences.

Proof Suppose H : A × [1]max → B is a homotopy in RelCat. Applying the
functor Nξ gives a map

Nξ(A× [1]max)→ NξB.

Since Nξ is a right adjoint and hence preserves products, there is an isomor-
phism

NξA× Nξ[1]max � Nξ(A× [1]max).

Finally, there is a natural map Δ[1]t → Nξ[1]max which induces a map

NξA× Δ[1]max → Nξ × Nξ[1]max.

Taking the composite of these maps gives the desired homotopy of simplicial
spaces

NξA× Δ[1]t → NξB. �

For the next result, we introduce some notation. Thinking of a simplicial
space as a functor Δop×Δop → Sets, let us denote by Δ[n,m] the representable
object associated to the object ([n], [m]) of Δ × Δ. Note that Δ[n,m] = Δ[n]t ×
Δ[m]. We can take its boundary ∂Δ[n,m] to be the largest subsimplicial space
not containing the nondegenerate (n,m)-bisimplex; alternatively,

∂Δ[n,m] = ∂Δ[n] × Δ[m]t ∪ Δ[n] × ∂Δ[m]t.
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Proposition 8.3.9 [11, 9.5] The inclusion ∂Δ[n,m] → Δ[n,m] induces a
Dwyer map of relative posets

Kξ∂Δ[n,m]→ KξΔ[n,m].

Proof Recall that KξΔ[n,m] = ξ([n]min × [m]max). Let us analogously define
the functor Kξi : SSetsΔ

op → RelCat to be

KξiΔ[n,m] = ξi([n]min × [m]max)

on representable objects. It can be extended to all objects, using the fact that
it is a left adjoint functor and therefore preserves colimits, but here we only
apply it to representable objects.

Observe in particular that

ξtKξiΔ[n,m] = ξ([n]min × [m]max) = KξΔ[n,m].

Let us first prove that the relative functor Kξi∂Δ[n,m] → KξΔ[n,m] satisfies
the hypotheses of Proposition 8.2.5, from which we can conclude that

ξtKξi∂Δ[n,m]→ ξtKξiΔ[n,m] = KξΔ[n,m]

is a Dwyer map.
To do so, let P be the poset of relative subcategories of [n]min × [m]max

of the form [a]min × [b]max, where [a]min ⊆ [n]min and [b]max ⊆ [m]max are
relative subcategories, and define the morphisms of P to be relative inclusions.
If [a1]min × [b1]max and [a2]min × [b2]max are objects of P such that [a1]min ∩
[a2]min � ∅ and [b1]max ∩ [b2]max � ∅, then

([a1]min × [b1]max) ∩ ([a2]min × [b2]max)

= ([a1]min ∩ [a2]min) × ([b1]max ∩ [b2]max) .

In other words, the objects of P are closed under intersection. One can check
that the same equality holds after applying the functors ξi and ξ. We can use
this fact to see that

Kξi∂Δ[n,m] =
⋃

ξi ([a]min × [b]max) ,

where the union is taken over objects of P such that a � n or b � m.
Furthermore, given a morphism f : [a1]min × [b1]max → [a2]min × [b2]max,

the map ξi f is a relative inclusion and ξi([a1]min × [b1]max) is a cosieve in
ξi([a2]min × [b2]max). It follows that Kξi∂Δ[n,m] is a cosieve in KξiΔ[n,m].

Thus, by Proposition 8.2.5, we can conclude that the map

ξtKξi∂Δ[n,m]→ KξΔ[n,m]

is a Dwyer map. It remains to show that

ξtKξi∂Δ[n,m] = KξΔ[n,m].
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One can check, from the definitions and the decomposition given above, that
there is a natural inclusion

Kξ∂Δ[n,m]→ ξtKξi∂Δ[n,m].

We need only show that this map is surjective. Suppose that h : x → y is
a morphism in ξtKξi∂Δ[n,m]. If we regard the object y as a function [n] →
Kξi∂Δ[n,m], the object y(0) lies in some ξi([a]min × [b]max); by the sieve prop-
erty proved above, we can conclude that y is an object of ξ([a]min × [b]max).
Now note that, in analogy to this property, the image of a map f of P under ξ
is a relative inclusion, but now the domain of such a map is a sieve, rather than
a cosieve, in the codomain. We can use this result to see that the map h must
be in Kξ∂Δ[n,m], which we wished to show. �

Proposition 8.3.10 [11, 9.6] Every monomorphism W → Z of simplicial
spaces induces a Dwyer–Kan equivalence KξW → KξZ of relative posets.

Proof Assume that W → Z is an inclusion of simplicial spaces, and let Zn de-
note the simplicial space whose nondegenerate (i, j)-bisimplices are precisely
those of Z for which i + j ≤ n. Then observe that

Z =
⋃
n≥−1

(Zn ∪W)

and

KξZ =
⋃
n≥−1

Kξ(Z
n ∪W).

Now, let Δn(Z,W) =
∐
Δ[i, j], where the coproduct is taken over all i + j = n

and nondegenerate (i, j)-bisimplices of Zn ∪ W which are not in Zn−1 ∪ W.
Using the same indexing, define ∂Δn(Z,W) =

∐
∂Δ[i, j]. Since the inclusion

∂Δn(Z,W) → Δn(Z,W) is a disjoint union of maps of the form ∂Δ[i, j] →
Δ[i, j], we can use Proposition 8.3.9 to see that

Kξ∂Δn(Z,W)→ Δn(Z,W)

is a Dwyer map of relative posets. So, if we apply the functor Kξ to the pushout
diagram

∂Δn(Z,W) Zn−1 ∪W

Δn(Z,W) Zn ∪W
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8.3 Equivalence With Complete Segal Spaces 227

we can see from Proposition 8.1.13(1) that the square

Kξ∂Δn(Z,W) KξZn−1 ∪W

KξΔn(Z,W) KξZn ∪W

is also a pushout diagram, and the right-hand vertical map is a Dwyer map.
Then we can apply Proposition 8.1.12 to see that KξW → KξZ is a Dwyer
map.

It remains only to show that KξW and KξZ are relative posets. Considering
the special case when W = ∅, together with Proposition 8.1.13(3) and the fact
that transfinite composition preserves relative inclusions of relative posets, we
obtain that indeed KξW → KξZ is a map of relative posets. �

Lemma 8.3.11 [11, 10.2] Suppose that

A C

B D

f

i j

g

is a pushout diagram of relative categories, in which i is a Dwyer map. Then in
the Reedy model structure on SSetsΔ

op
and any of its localizations, we have:

1 the induced map

NξB �NξA NξC → NξD

is a weak equivalence, and

2 if Nξi is a weak equivalence, then so is Nξ j, and if Nξ f is a weak equivalence,
then so is Nξg.

Proof Let us first look at the Dwyer map i : A → B. Since ZA is a cosieve
in B, the image of a map

[n]min × [m]max → B,

for any m, n ≥ 0, is only in ZA if and only if the image of the object (0, 0) is
only in ZA. One can similarly determine whether the image of such a map is
solely in XA or in the intersection XA∩ZA simply by determining where the
image of (0, 0) is. First applying the functor N, we can conclude that there is
an isomorphism

NB � N(XA) �N(XA∩ZA) N(ZA).
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Since Dwyer maps are preserved under pushout, we can similarly conclude
that

ND � N(XC) �N(XC∩ZC) N(ZC).

We use these decompositions to write the map

NB �NA NC → ND

as a composite. First, the inclusionsA → ZA and C → ZC induce a map

NB �NA NC → NB �N(ZA) N(ZC).

Then applying the decompositions above, there are isomorphisms

NB �N(ZA) N(ZC) � N(XA) �N(XA∩ZA) N(ZA) �N(ZA) N(ZC)

� N(XA) �N(XA∩ZA) N(ZC).

Now if we apply Proposition 8.1.13(2), we obtain an isomorphism

N(XA) �N(XA∩ZA) N(ZC) � N(XC) �N(XC∩ZC) N(ZC).

But we have already determined that this space is precisely ND.
Now, applying Lemma 8.3.4, we can replace the functor N by Nξ. It remains

to show that the first map in the composite,

NξB �NξA NξC → NξB �Nξ(ZA) Nξ(ZC),

is a weak equivalence. Recall that the inclusions A → ZA and C → ZC
are homotopy equivalences, so by Proposition 8.3.8 we have that the maps
NA → N(ZA) and NC → N(ZC) are weak equivalences. It follows that the
natural map

NξB �NξA NξC → NξD

is a weak equivalence, establishing (1).
The first statement of (2) follows immediately from (1). The second state-

ment follows since the Reedy model structure and its localizations are left
proper. �

Proposition 8.3.12 [11, 10.3] The unit map ηξ : id → NξKξ of the adjoint
pair (Kξ,Nξ) is a natural weak equivalence in the Reedy model structure on
SSetsΔ

op
, and therefore also in any of its localizations.

Proof We need to show that, for any simplicial space W, the map ηξ : W →
NξKξW is a weak equivalence. Let us first prove the result for the special case
where W = Δ[n,m].

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.010
https://www.cambridge.org/core


8.3 Equivalence With Complete Segal Spaces 229

Consider the diagram

Δ[n,m] NξKξ = Nξξ([n]min × [m]max)

NKΔ[n,m] NξKΔ[n,m] = Nξ([n]min × [m]max)

ηξ

η π∗

π∗

in which η is the unit of the adjoint pair (K,N) and π = πi ◦ πt. One can check
that there is a Reedy weak equivalence

NKΔ[n,m] = N([n]min × [m]max) � Δ[n,m].

The map π∗ is a weak equivalence by Lemma 8.3.4. It suffices, then, to show
that π∗ is a weak equivalence. By Proposition 8.2.4(2), the map

ξ([n]min × [m]max)→ [n]min × [m]max

is a weak equivalence, and Nξ preserves weak equivalences by Proposition
8.3.8, giving the desired result.

Now we consider the case of a more general simplicial space W. As in the
proof of Proposition 8.3.10, we write W =

⋃
n Wn and NξKξWn, and observe

that it suffices to prove that the map

ηξ : Wn → NξKξW
n

is a weak equivalence for any n ≥ 0. When n = 0, observe that we have such
a weak equivalence. So, assume that this map ηξ is a weak equivalence for any
k < n. Again using notation from the proof of Proposition 8.3.10, consider the
diagram

∂Δn(W,∅) Δn(W,∅)

NξKξ∂Δn(W,∅) NξKξΔn(W,∅)

Wn−1 Wn

NξKξWn−1 P

� �

�

in which the front and back squares are pushouts. By the special case and
the inductive hypothesis, the indicated maps are weak equivalences. We can
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230 Relative Categories

thus conclude that the map Wn → P is a weak equivalence. Using Proposi-
tion 8.3.10 and Corollary 8.3.11, we can conclude that the natural map P →
NξKξWn is also a weak equivalence. �

Corollary 8.3.13 [11, 10.4] A map of simplicial spaces W → Z is a Reedy
weak equivalence if and only if the map NξKξW → NξKξZ is a Reedy weak
equivalence.

Theorem 8.3.14 [11, 6.1] The adjunction

Kξ : SSetsΔ
op
� RelCat : Nξ

lifts every localization of the Reedy model structure to a Quillen equivalent
cofibrantly generated left proper model structure on RelCat in which:

1 a map is a weak equivalence if and only if its image under Nξ is a weak
equivalence in SSetsΔ

op
;

2 a map is a fibration if its image under Nξ is a fibration in SSetsΔ
op

;
3 every cofibration is a Dwyer map; and
4 every cofibrant object is a relative poset.

Proof We use Theorem 1.7.16 to prove that the Reedy model structure on
SSetsΔ

op
lifts to a model structure on RelCat via the adjunction

Kξ : SSetsΔ
op
� RelCat : Nξ.

Thus, we must prove that conditions (1) and (2) of that theorem hold. Condition
(1) holds using the smallness of the objects of all the maps in the sets KξI and
KξJ, where I and J denote the sets of generating cofibrations and generating
acyclic cofibrations, respectively, for the Reedy model structure on SSetsΔ

op
.

To prove that condition (2) of Theorem 1.7.16 holds, we need to show that
the functor Nξ takes transfinite compositions of pushouts along maps in Kξ(J)
to Reedy weak equivalences. Let us start by showing that the maps in NξKξ(J)
are Reedy weak equivalences. First, recall that the maps in J are all monomor-
phisms, so by Proposition 8.3.10, the maps in Kξ(J) are Dwyer maps between
relative posets. Furthermore, since the maps in J are Reedy weak equivalences,
Proposition 8.3.10 tells us that the maps in NξKξ(J) are Reedy weak equiva-
lences.

Now let us consider the case of a transfinite composition of pushouts along
maps in Kξ(J). Combining Propositions 8.1.13 and 8.1.12, we see that trans-
finite compositions of pushouts along Dwyer maps are still Dwyer maps. By
Corollary 8.3.11, the functor Nξ preserves pushouts along Dwyer maps, and
by Lemma 8.3.5 it preserves cofibrations. Therefore, the maps in NξKξ(J) are
Reedy acyclic cofibrations, which are preserved under pushouts and transfinite
compositions.

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781316181874.010
https://www.cambridge.org/core


8.3 Equivalence With Complete Segal Spaces 231

Thus, we have the result for the Reedy model structure on SSetsΔ
op

. The
fact that it holds for any localization of the Reedy model structure is a result of
applying Theorem 2.8.8.

Now let us verify the conditions (1)–(4) stated in Theorem 8.3.14. Properties
(1) and (2) follow from the description of the lifted model structure in Theorem
1.7.16.

By Proposition 8.3.10, the generating cofibrations in RelCat are Dwyer
maps between relative posets. By Propositions 8.1.11, 8.1.12, and 8.1.13,
Dwyer maps are closed under retracts, pushouts, and transfinite composition,
from which we can conclude that all cofibrations in RelCat are Dwyer maps,
establishing (3) of Theorem 8.3.14. After observing that relative posets are
preserved under pushout, and transfinite composition of monomorphisms pre-
serves posets, we also obtain (4) of the theorem.

Now we prove that this adjunction defines not only a Quillen pair but also a
Quillen equivalence of model categories. We need to prove that, for any sim-
plicial space W, the unit map W → Nξ(KξW) f is a Reedy weak equivalence.
We know from Corollary 8.3.13 that W → NξKξW is a weak equivalence for
any W. Consider the fibrant replacement KξW → (KξW) f , which is an acyclic
cofibration. By (1) of the theorem, the map NξKξW → Nξ(KξW) f is a weak
equivalence, from which it follows that the composite W → Nξ(KξW) f is a
weak equivalence, as we wished to show.

Lastly, let us show that these model structures on RelCat are all left proper.
Consider any pushout diagram of simplicial spaces

U W

V Z

where U → V is a cofibration and U → W is a weak equivalence. Using
Corollary 8.3.13, consider the diagram

U W

NξKξU NξKξW

V Z

NξKξV NξKξZ.

�

� �

�
�
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232 Relative Categories

Now the map NξKξU → NξKξW is a weak equivalence by the two-out-of-three
property. Using the fact that applying the left adjoint functor Kξ to the original
diagram results in a pushout diagram, we can apply Proposition 8.3.11 to see
that NξKξV → NξKξZ is a weak equivalence. Then we can apply the two-out-
of-three property again to see that V → Z is a weak equivalence, as we needed
to show. �

Since the model structure CSS is obtained as a localization of the Reedy
model structure on simplicial spaces, the Quillen equivalence we wanted is
simply a special case.

Corollary 8.3.15 There is a model structure on the category of small relative
categories which is Quillen equivalent to CSS.
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Comparing Functors to Complete Segal Spaces

In the various comparisons we have made, we have actually overdetermined
the relationships between the model categories, in that we have more Quillen
equivalences than we need to show that all the models for (∞, 1)-categories
are equivalent. We could ask, then, whether certain diagrams of Quillen equiv-
alences commute even up to homotopy. For example, given a (fibrant) sim-
plicial category, we can obtain a complete Segal space in two different ways:
by applying the simplicial nerve to get a Segal category, then taking a fibrant
replacement in CSS; or by applying the coherent nerve functor to obtain a
quasi-category and then extending to get a complete Segal space.

In addition, we have another functor which is not given by one of the Quillen
equivalences at all. If we take the simplicial nerve of a simplicial category, it is
a Segal space (up to Reedy fibrant replacement), and hence we can apply the
completion functor of Definition 5.5.7 to get a complete Segal space. We would
like to compare the output of this functor to what we get from the chains of
Quillen functors. The advantage of this procedure, while not part of a Quillen
equivalence, is that it enables us to give an up-to-homotopy characterization of
the resulting complete Segal space.

Lastly, if we begin with a model category, we have a number of ways to
obtain a complete Segal space. We can take its simplicial localization to get a
simplicial category and then apply one of the methods given above. However,
we can also take the classification diagram, as described in Definition 8.3.1, to
get a complete Segal space directly, at least up to Reedy fibrant replacement.
Once again, we want to know that these methods result in weakly equivalent
complete Segal spaces. Understanding these relationships is the subject of this
chapter.

233
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9.1 Classifying and Classification Diagrams

Recall the classifying diagram construction, which associates to any small cat-
egory C a complete Segal space NC, from Definition 3.3.1. We saw that the
classifying diagram of a category can be regarded as a more refined version
of the nerve. Now that we have given a rigorous definition of complete Segal
space, we can state the following result.

Proposition 9.1.1 [103, 3.8, 6.1] If C is a small category, then its classifying
diagram NC is a complete Segal space.

Proof First, we show that NC is Reedy fibrant. Using the definition of Reedy
fibration, to check that NC is Reedy fibrant is equivalent to showing that for
any n ≥ 0 the map

(NC)n = Map(Δ[n]t,NC)→ Map(∂Δ[n]t,NC)

is a fibration of simplicial sets. If n = 0, then we need to check that the map

(NC)0 → Map(∅,NC) = Δ[0]

is a fibration, or that (NC)0 is a Kan complex. But (NC)0 is defined to be the
nerve of the groupoid iso(C) and hence a Kan complex.

If n = 1, then we need to show that the map

(NC)1 → (NC)0 × (NC)0

induced by the source and target maps in C is a fibration. Let (x, y) ∈ (NC)0,0 ×
(NC)0,0, so that x and y are given by objects of C. Then the elements of the fiber
over (x, y) in (NC)1,0 correspond to functions f : x→ y in C. If (x, y) and (x′, y′)
are in the same connected component of (NC)0, then there are isomorphisms
g : x → x′ and h : y → y′ in C, from which we can show that there is a one-
to-one correspondence between fibers over (x, y) and fibers over (x′, y′). Since
these fibers are discrete, being given by morphisms in a category, our map of
interest is a covering space and hence a fibration.

In the case n = 2, we consider the map

Map(Δ[2]t,NC)→ Map(∂Δ[2]t,NC).

Although there could be maps ∂Δ[2]t → NC which cannot be extended to a
map Δ[2]t → NC, our desired map is an inclusion of path components and
therefore a fibration.

Finally, if n ≥ 3, then associativity from C shows that the maps

Map(Δ[n]t,NC)→ Map(∂Δ[n]t,NC)
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9.1 Classifying and Classification Diagrams 235

are all isomorphisms. Thus we have shown that NC is Reedy fibrant.
Now observe from the definition of NC that the Segal maps

(NC)n → (NC)1 ×(NC)0 · · · ×(NC)0 (NC)1︸��������������������������������︷︷��������������������������������︸
n

are isomorphisms for all n ≥ 2, which establishes that NC is a Segal space.
Finally, we need to show that NC is complete. If I[1] denotes the groupoid

with two objects and a single isomorphism between them, the equivalence of
categories I[1]→ [0] induces an equivalence of categories iso(C)→ iso(CI[1])
and hence a weak equivalence on nerves. Since

(NC)0 = nerve(isoC)

and

(NC)heq = nerve(isoCI[1]),

we hence have that the map

(NC)0 → (NC)heq

is a weak equivalence, as we wished to show. �

But how might we assign a complete Segal space to a simplicial category?
A first guess might be to take a simplicial space whose space in degree n is the
diagonal of the simplicial nerve of the simplicial category obtained from C[n]

by removing morphism components which do not consist of homotopy equiva-
lences. Unfortunately, this construction is not homotopy invariant, as stated, so
we need to find a more careful construction. Indeed, we can take the simplicial
nerve, followed by the completion functor as defined in Proposition 5.5.10, to
define a functor from the category of simplicial categories to the category of
simplicial spaces with the desired properties. More precisely, from a simplicial
category C we can take its simplicial nerve to obtain a simplicial space, fol-
lowed by a fibrant replacement functor in the Segal space model structure, to
obtain a Segal space W. From W we can then pass to a complete Segal space
via the completion functor. We denote the resulting complete Segal space by
CS (C).

We first recall that this completion functor restricts to the classifying dia-
gram in the case where C is a discrete category, a result which follows from
Lemma 5.5.8.

Proposition 9.1.2 If C is a discrete category, then CS (C) is weakly equivalent
to NC.
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Let us now recall the variant of the classifying diagram for a category with
weak equivalences, as used in the previous chapter. In this case, rather than
taking the subcategory iso(M) of isomorphisms ofM, we take the subcategory
of weak equivalences, denoted by we(M).

Definition 9.1.3 [103, 3.3] Let (M,W) be a category with weak equiva-
lences. Its classification diagram, denoted by N(M,W), is defined by

N(M,W)n = nerve(we(M[n])).

Unlike the classifying diagram, the classification diagram of a category with
weak equivalences is not necessarily a complete Segal space, as it is not Reedy
fibrant in general.

9.2 Some Results for Simplicial Categories

Before turning to the main results of this chapter, we first consider some results
concerning simplicial categories arising as simplicial localizations of model
categories.

First, we want to consider a general description of nerves of well-behaved
subcategories of a model category. Since model categories are not small cate-
gories, their nerves are “large” simplicial sets, in that they are technically not
simplicial objects in sets unless we move to a larger set-theoretic universe. We
can make the following accommodation.

Definition 9.2.1 [56, 2.2] A simplicial set is homotopically small if each of
its homotopy groups has a small underlying set.

The following result of Dwyer and Kan [56] shows that large simplicial
categories can be replaced by suitably homotopically small ones. By “large”
here we mean not only that the category need not have a set of objects, but also
that the mapping spaces might also be large simplicial sets.

Proposition 9.2.2 [56, 2.3] Let C be a large simplicial category, and let E be
a small simplicial subcategory ofC. There exists a small simplicial subcategory
D of C which contains E and such that, for any objects x and y of D, the
inclusion MapD(x, y)→ MapC(x, y) is a weak equivalence of simplicial sets.

We would like to find a homotopically small replacement for the nerve of a
model category, and the following definition is one approach to doing so.

Definition 9.2.3 [54, 1.2] LetM be a model category. A classification com-
plex ofM is the nerve of any subcategory C ofM such that:
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1 every map in C is a weak equivalence,
2 if f : X → Y inM is a weak equivalence and either X or Y is in C, then f is

in C, and
3 nerve(C) is homotopically small.

A special classification complex sc(X) of an object X in M is a connected
classification complex containing X.

LetM be a model category and x a fibrant and cofibrant object ofM. Denote
by AuthLHM(x), or simply Auth(x), the simplicial submonoid of MapLHM(x, x)
consisting of the components which are invertible in π0 MapLHM(x, x). We then
consider its classifying complex B Auth(x), which we now define.

Definition 9.2.4 Let M be a simplicial monoid. Its classifying complex BM
is a simplicial set whose geometric realization is the classifying space of M.

Remark 9.2.5 The above definition is perhaps not very enlightening. If M
is a discrete monoid, then its classifying complex is simply the nerve of M.
Given a simplicial monoid M, we can take its nerve, a simplicial space with

nerve(M)n,m = Hom([m],Mn).

Taking the diagonal of this simplicial space, we obtain a simplicial set, also
often called the nerve of G.

From another perspective, a precise construction can be made for this clas-
sifying complex via the WG construction [62, V.4.4], [91]. However, we are
not so concerned here with the precise construction as with the fact that such
a classifying space exists, so for simplicity we will simply write BM for the
classifying complex of M.

Lastly, we remark that the classifying space of a monoid does not serve a
“classification” purpose as does the classifying space of a group. Nonetheless,
as a construction it is completely analogous for monoids and for groups, so we
continue this abuse of terminology.

The following result gives information about the mapping spaces in LM and
their classifying complexes in the special case where W is all of M. As the
localization in this case is a groupoid, one should compare these statements to
the analogous ones for groupoids.

Proposition 9.2.6 [57, 5.5] Suppose that W = M and nerve(M) is con-
nected.

1 The simplicial localization LM is a simplicial groupoid, so for all objects x
and y, the simplicial sets MapLM(x, y) are all isomorphic. In particular, the
simplicial sets MapLM(x, x) are all isomorphic simplicial groups.
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2 The classifying complex B MapLM(x, x) has the homotopy type of nerve(M),
and thus each simplicial set MapLM(x, y) has the homotopy type of the loop
space Ω(nerve(M)).

Observe that we can just as easily use the hammock localization ofM, since
the two constructions give Dwyer–Kan equivalent simplicial categories.

Now, we can introduce a second equivalent approach to the simplicial
monoid of self-homotopy equivalences of an object in a model category.

Proposition 9.2.7 [56, 4.6] Let M be a model category and W its subcat-
egory of weak equivalences. The inclusion of Auth

LHM(x) into MapLHW(x, x)
induces a weak equivalence on their classifying complexes.

Remark 9.2.8 Using the equivalence of the hammock localization and the
simplicial localization, the previous result also gives us that B Auth

LHM(x) is
weakly equivalent to B MapLW(x, x). Since MapLW(x, x) is actually a simpli-
cial group, rather than a simplicial monoid, we can often say more about its
classifying complex.

The following proposition was proved by Dwyer and Kan [54, 2.3] in the
case thatM is a simplicial model category. However, the proof does not actu-
ally require the simplicial structure; in fact, their proof is essentially the one
given below, with the extra step showing that the mapping spaces in the ham-
mock localization are equivalent to those given by the simplicial structure of
M by Proposition 3.5.10.

Proposition 9.2.9 [25, 6.3] Let X be an object of a model categoryM. The
classifying complex B Auth(x) is weakly equivalent to the special classifica-
tion complex sc(x), and the two can be connected by a finite zigzag of weak
equivalences.

Proof Let W be the subcategory of weak equivalences of M. Consider the
connected component of nerve(W) containing x. For the rest of this proof,
we assume thatW is such that its nerve is connected. We further assume that
nerve(W) is homotopically small, taking an appropriate subcategory if neces-
sary, as described in Proposition 9.2.2.

In this case, by Proposition 9.2.6, the mapping spaces MapLW(x, x) are all
isomorphic. Furthermore, by the same result, B MapLW(x, x) has the homotopy
type of nerve(W). Thus, we can take nerve(W) as sc(x).

Now, as in the statement of the proposition, we take Auth(x) to consist of the
components of MapLHM(x, x) which are invertible in π0 map LHM(x, x). By
Proposition 9.2.7 and Remark 9.2.8, B MapLW(x, x) and B Auth(x) are weakly
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equivalent simplicial sets. Since the former models B Auth(x), we can conclude
that sc(x) has the same homotopy type as B Auth(x). �

9.3 Comparison of Functors

We have two functors SC → CSS given by the two different chains of Quillen
equivalences,

SC� SeCat f � SeCatc � CSS

and

SC� QCat � CSS.

It is a consequence of work of Joyal and Tierney [74, §§4 and 5] that the sim-
plicial space obtained from a simplicial category via these functors is weakly
equivalent to the one obtained from the previous composite functor. Observe
that, for each composite, the resulting simplicial space is not Reedy fibrant in
general, and so not a complete Segal space, but applying the fibrant replace-
ment functor LCSS results in a complete Segal space.

We now state the result that establishes the equivalence between the compos-
ite of the simplicial nerve with the completion functor CS : SC → CSS and
the functor arising from the chain of Quillen equivalences factoring through
the Segal category model structures. Let LS denote a fibrant replacement func-
tor in the Segal space model structure SeSp, and let LCSS denote a fibrant
replacement functor in the complete Segal space model structure CSS.

Theorem 9.3.1 [25, 6.1] If C is a simplicial category, then the complete Segal
spaces CS (C) and LCSS(nerve(C)) are weakly equivalent in CSS.

Proof Consider the zigzag of maps of simplicial spaces

LCSS(nerve(C))← nerve(C)→ LS nerve(C)→ CS (C).

The map on the left is the localization functor in CSS and so is a weak equiv-
alence in CSS. The middle map is a weak equivalence in SeSp and therefore
also a weak equivalence in CSS, since the latter model category is a localiza-
tion of the former. The map on the right is given by the completion, and it is a
weak equivalence in CSS by construction. Therefore, the objects at the far left
and right of this zigzag, both of which are complete Segal spaces, are weakly
equivalent as objects of CSS. �

Now, we look at the classification diagram construction for a model category
M. We want to show that N(M,W) is weakly equivalent to CS (LHM).
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An initial problem here is that N(M,W) is not necessarily Reedy fibrant,
and therefore may not be a complete Segal space. We prove that a Reedy fibrant
replacement of it, denoted by N(M,W) f , is in fact a complete Segal space. We
prove the following theorem very similarly to the way Rezk [103] proves it for
simplicial model categories, using Proposition 9.2.9.

Theorem 9.3.2 [25, 6.2], [103, 8.3] LetM be a model category, and letW
denote its subcategory of weak equivalences. Then N(M,W) f is a complete
Segal space. Furthermore, for any objects x, y of M, there is a weak equiva-
lence of spaces mapN(M,W) f (x, y) � MapLH (M,W)(x, y), and there is an equiva-
lence of categories Ho(N(M,W) f ) � Ho(M).

Proof For any n ≥ 0, consider the categoryM[n] of functors [n] → M, and
consider it as a model category with the projective model structure. Observe
that, given any functor [m]→ [n], there is an induced functorM[n] →M[m].

Let Y = (y0 → y1 · · · → yn) be a fibrant and cofibrant object of M[n], and
consider its restriction Y ′ = (y0 → y1 · · · → yn−1) inM[n−1]. Consider the map

M[n] →M×M[n−1]

which takes an object Y as above to the pair (yn,Y ′). It induces a map of sim-
plicial sets

B AuthLHM[n] (Y)→ B AuthLHM(yn) × B AuthLHM[n−1] (Y
′).

The homotopy fiber of this map is weakly equivalent to the union of those
components of MapLHM(yn−1, yn) containing the conjugates of the map fn−1 :
yn−1 → yn, or maps j ◦ fn−1 ◦ i, where i and j are self-homotopy equivalences.

Iterating this process, the homotopy fiber of the map

B AuthLHM[n] (Y)→ B AuthLHM(yn) × · · · × B AuthLHM(y0)

is weakly equivalent to the union of the components of

MapLHM(yn−1, yn) × · · · ×MapLHM(y0, y1)

containing conjugates of the sequence of maps fi : yi → yi+1, for each 0 ≤ i ≤
n − 1. However, applying Proposition 9.2.9 to the map in question shows that
this simplicial set is also the homotopy fiber of the map

sc(Y)→ sc(yn) × · · · × sc(y0).

Let U denote the simplicial space N(M,W), so that Un = nerve(we(M[n])).
Then, let V be a Reedy fibrant replacement of U, from which we get weak
equivalences Un → Vn for all n ≥ 0.
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For each n ≥ 0, there exists a map pn : Un → Un+1
0 = cosk0(U)n. Then the

homotopy fiber of pn over any (x0, . . . , xn) ∈ Un+1
0 , given by

mapV (x0, x1) × · · · ×mapV (xn−1, xn),

is weakly equivalent to

MapLHM(xc f
0 , x

c f
1 ) × · · · ×MapLHM(xc f

n−1, x
c f
n ),

where xc f
i denotes a fibrant–cofibrant replacement of xi inM. It follows that,

once we take the Reedy fibrant replacement V of U, it is a Segal space.
Now, consider the set π0U0, which consists of the weak equivalence classes

of objects inM. Observe that we must have π0V0 � π0U0. Further, note that

HomHo(M)(x, y) = π0 MapLHM(xc f , yc f ).

It follows that Ho(M) is equivalent to Ho(V).
It remains to show that V is a complete Segal space. Consider the space

Vheq ⊆ V1, and define Uheq to be the preimage of Vheq under the fibrant replace-
ment map U → V . Since V is a Reedy fibrant replacement for U, it suffices to
show that U0 → Uheq is a weak equivalence of simplicial sets. Notice that Uheq

must consist precisely of the components of U1 whose 0-simplices come from
weak equivalences inM. In other words, Uheq = nerve(we(we(M))[1]).

Consider the adjoint pair of functors

F : M[1] �M : G

where F(x → y) = x and G(x) = idx. This adjoint pair can be restricted to an
adjoint pair

F : we(we(M)[1])� we(M) : G.

Applying the nerve functor, we obtain a weak equivalence of simplicial sets
which is precisely the weak equivalence Uheq � U0 that we need. �

Now that we have proved that the mapping spaces and homotopy categories
agree for the Reedy fibrant replacement of N(M,W) and for LHM, it remains
to show that they agree for LHM and CS (LHM).

Theorem 9.3.3 [25, 6.4] LetM be a model category. For any objects x and
y of LHM, there is a weak equivalence of simplicial sets

MapLHM(x, y) � mapCS (LHM)(x, y),

and there is an equivalence of categories π0(LHM) � Ho(CS (LHM)).
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Proof Given the hammock localization LHM of the model categoryM, we
have the following composite map of simplicial spaces:

nerve(LHM)→ nerve(LHM) f → CS (LHM).

For simplicity of notation, let X = nerve(LHM), so X f is its Reedy fibrant
replacement.

On the left-hand side, the mapping spaces of X = nerve(LHM) are precisely
those of LHM, by the definition of the nerve functor. In the nerve, a mapping
space mapX(x, y), for some objects x and y ofM, is given by the fiber over (x, y)
of the map (d1, d0) : X1 → X0 × X0. Although these mapping spaces can be de-
fined for X, there is no reason that they are homotopy invariant. When we take
a Reedy fibrant replacement X f of X, however, this map becomes a fibration
by Proposition 2.6.11, and hence this fiber is actually a homotopy fiber and so
homotopy invariant. For a general simplicial space, we cannot assume that the
mapping spaces of the Reedy fibrant replacement are equivalent to the original
ones. However, if the degree zero space of the simplicial space in question is
discrete, then the map above is a fibration. Using an argument similar to the
one used in the proof of Proposition 6.3.1, we can find a Reedy fibrant replace-
ment functor which leaves the 0-space discrete. While the space in degree one
might be changed in this process of passing to X f , it is still weakly equivalent
to X1. In particular, the mapping spaces in X f are weakly equivalent to those
in X.

Since the objects of X f are just the objects of LHM, which are simply the
objects ofM, this equivalence of mapping spaces is sufficient to give an equiv-
alence of homotopy categories Ho(X) � Ho(X′).

The rightmost map of the above composite is given by the completion
iX f : X f → X̂ f , which is a Dwyer–Kan equivalence. In other words, it induces
weak equivalences on mapping spaces and an equivalence of homotopy cate-
gories. Thus, the composite map induces equivalences on mapping spaces and
an equivalence on homotopy categories. �

9.4 Complete Segal Spaces From Simplicial Categories

In this section, we give a thorough description of the weak equivalence type
of complete Segal spaces which occur as images of Rezk’s functor from the
category of simplicial categories. We consider several different cases, begin-
ning with ones for which we can use the classifying diagram construction, i.e.,
discrete categories, and then proceed to more general simplicial categories.

It should be noted that we characterize these complete Segal spaces up to
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weak equivalence, and so the resulting descriptions are of the homotopy type
of the spaces in each simplicial degree. For example, in the case of a discrete
category, we describe the corresponding complete Segal space in terms of the
isomorphism classes of objects, rather than in terms of individual objects, in
order to simplify the description. This characterization might not, then, be suit-
able for all purposes, but one need not reduce so far as we have here.

Furthermore, notice that determining the homotopy type of the spaces in
degrees zero and one is sufficient to determine the homotopy type of all the
spaces, since we are considering Segal spaces. Thus, we focus our attention
on these spaces, adding in a few comments about how to continue the process
with the higher-degree spaces.

For an object x of a simplicial category C, let 〈x〉 denote the weak equiva-
lence class of x in C, and for a morphism α : x → y, let 〈α〉 denote the weak
equivalence class of α in the morphism category C[1]. As before, let Auth(x)
denote the space of self-maps of x which are invertible in π0C.

Theorem 9.4.1 [25, 7.3] Let C be a simplicial category. The complete Segal
space corresponding to C has the form∐

〈x〉
B Auth(x)⇐

∐
〈α : x→y〉

B Auth(α)� · · · .

Proof We give the proof by working through successively more complicated
cases. The beginning cases have been discussed previously in the discussion
of the classifying diagram, but we repeat them here.

Case 1: The category C is a discrete groupoid. If C = G is a group, then
applying the classifying diagram construction results in a complete Segal space
which equivalent to the constant simplicial space which has the simplicial set
BG at each level. In particular, since all morphisms are invertible, we obtain
essentially no new information at level 1 that we did not have already at level 0.

If C has more than one object but only one isomorphism class of objects,
we get instead a simplicial space weakly equivalent to the constant simplicial
space which is B Aut(x) at each level, for a representative object x of the single
component of C. If C has more than one isomorphism class 〈x〉, then we instead
get the constant simplicial space

∐
〈x〉 B Aut(x).

Case 2: The simplicial category C is a discrete category. Since in the clas-
sifying diagram NC, the space (NC)0 encodes the isomorphisms of C only, we
still obtain

∐
〈x〉 B Aut(x) at level 0. However, if C is not a groupoid, then there

is new information at level 1. It is instead weakly equivalent to∐
〈α〉

B Aut(α)
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where the α index the isomorphism classes of morphisms in C. If we wanted to
retain information about the course and target of each α, we could decompose
this space further as ∐

〈x〉,〈y〉

∐
〈α : x→y〉

B Aut(α).

Let us denote by (NC)1(x, y) the fiber of the map (d1, d0) : (NC)1 → (NC)0×
(NC)0 over (x, y). Then this space also fits into a fibration

Hom(x, y)→ (NC)1(x, y)→ B Aut(x) × B Aut(y).

The space in dimension two is determined, then, by the spaces at levels 0 and
1. The subspace corresponding to isomorphism classes of objects 〈x〉, 〈y〉, 〈z〉,
denoted (NC)2(x, y, z), fits into a fibration

Hom(x, y) × Hom(y, z)→ (NC)2(x, y, z)→ B Aut(x) × B Aut(y) × B Aut(z).

The whole space (NC)2, up to homotopy, looks like

∐
〈x〉,〈y〉,〈z〉

B Aut

⎛⎜⎜⎜⎜⎜⎜⎝
∐

〈α : x→y〉,〈β : y→z〉
Hom(α) × Hom(β)

⎞⎟⎟⎟⎟⎟⎟⎠ .
We could describe each (NC)n analogously.

Case 3: The simplicial category C is a simplicial groupoid. First, consider
the case where we have a simplicial group G. We now need to use the functor
CS rather than the classifying diagram, since we are in the simplicial setting.
Let Gn denote the group of n-simplices of G. Then we can write the simplicial
nerve of G as a homotopy colimit of its simplices

nerve(G) = hocolimΔop (nerve(Gn)t).

We claim that

CS (hocolimΔop (nerve(Gn)t)) � CS (hocolimΔop CS (nerve(Gn)t)).

We prove the more general statement that, for any simplicial space

W = hocolimΔop Wn,

there is a weak equivalence

CS (hocolimΔop Wn) � CS (hocolimΔop CS Wn).

To prove this claim, first we know that the completion map

hocolimΔop Wn → CS (hocolimΔop Wn)

is a weak equivalence. Furthermore, since in CSS any complete Segal space Z
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is a local object and every object is cofibrant, we have a weak equivalence of
spaces

Map(CS (hocolimΔop Wn), Z) � Map(hocolimΔop Wn,Z).

So, for any complete Segal space Z, we have that

Map(CS hocolimΔop CS (Wn), Z) � Map(hocolimΔop CS (Wn), Z)

� holimΔMap(CS (Wn), Z)

� holimΔMap(Wn,Z)

� Map(hocolimΔop Wn,Z)

� Map(CS hocolimΔop Wn,Z).

Note that the above calculation depends on the fact that

Map(hocolimΔop Wn,Z) � holimΔMap(Wn,Z),

which follows from working levelwise on simplicial sets.
Let us return to the special case of a simplicial group. Since Gn is a discrete

group, completing its nerve is equivalent to taking the classifying diagram NGn

which, by Case 1, is weakly equivalent to the constant simplicial space BGn.
Thus we have

CS (nerve(Gn)) � CS [hocolimΔop (nerve(Gn))]

� CS [hocolimΔop (CS (nerve(Gn)))]

� CS [hocolimΔop (BGn)]

� CS (BG)

� BG.

So, we obtain a simplicial space weakly equivalent to the constant simplicial
space with BG at each level. If we have a simplicial groupoid, rather than a
simplicial group, we obtain the analogous result, replacing BG with∐

〈x〉
B Aut(x).

Case 4: The simplicial category C has every morphism invertible up to ho-
motopy. Alternatively stated, this case covers the situation in which π0(C) is a
groupoid.

Recall from Theorem 4.2.4 the model structure SCO on the category of cat-
egories with a fixed object set O, in which the cofibrant objects are retracts of
free objects. Recall that taking a cofibrant replacement of C in this model struc-
ture SCO gives a free replacement of C, denoted here by F(C), which is weakly
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equivalent to C. Taking the localization of F(C) with respect to all morphisms
results in a simplicial groupoid. So, we have Dwyer–Kan equivalences

F(C)−1F(C) F(C)��� � ��C.

But F(C)−1F(C) is a simplicial groupoid weakly equivalent to C, so we have
now reduced this situation to Case 3.

Note that, to write down a description of this complete Segal space in terms
of the original category C, we need to take isomorphism classes of objects in
π0(C), or weak equivalence classes, as well as self-maps which are invertible up
to homotopy rather than strict automorphisms. While we still use 〈x〉 to denote
the equivalence class of a given object, we use Auth(x) to signify homotopy
automorphisms of x. Thus, the complete Segal space corresponding to C in
this case is weakly equivalent to∐

〈x〉
B Auth(x)

at each level.

Case 5: The simplicial category C is arbitrary. First consider the subcate-
gory of C containing all the objects of C and only the morphisms of C which
are invertible up to homotopy. Apply Case 5 to get a complete Segal space, but
take only the 0-space of it.

To find the space in degree one, first recall the definition of the completion
functor as applied to a Segal space W:

Ŵ = LCSSW̃

where

W̃n = diag([m] �→ (WE(m)t
)n).

Recall further that (WE(m)t
)n = Map(E(m)t × Δ[n]t,W). Thus, the Segal space

we obtain (before applying the functor LCSS) looks like

Map(E(0)t×Δ[0]t,W)⇐ Map(E(1)t×Δ[1]t,W)� Map(E(2)t×Δ[2]t,W) · · · .

If the Segal space W is (a fibrant replacement of) the simplicial nerve snerve(C),
then W1 has n-simplices given by diagrams

x y

x′ y′

� �

in the category Cn.
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We can think of these diagrams as given by equivalences in the category
C[1]

n . Observe that, ranging over all n ≥ 0, these categories do not assemble
to a simplicial category, since their objects do not agree, but they do form a
simplicial object in categories, and the definition of this simplicial nerve can
be extended to this setting. Now we are back in the context in which every
morphism is invertible up to homotopy. Verifying that the previous methods
still work in this more general context of simplicial objects and categories, we
can conclude that the space we obtain in degree one is∐

〈x〉,〈y〉

∐
〈α : x→y〉

B Auth (α) .

The spaces in higher degrees can be described similarly to those in Case 2,
using homotopy automorphisms. �
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Variants on (∞, 1)-Categories

In this final chapter, we look very briefly at where we can go from here. The
notions we have considered can be extended in a number of ways, for example
to operads or to higher categories. We can also impose additional structures on
(∞, 1)-categories, such as stability, or look at restrictions to simpler approxi-
mations. The topics we consider here are by no means comprehensive, either
in their diversity or in detail.

10.1 Finite Approximations

In this section, we consider ways to look at simpler approximations to (∞, 1)-
categories. The narrative here is based on lecture notes by David Blanc and
primarily considers work of his with a number of collaborators [31, §13]. Here,
we work primarily in the setting of simplicial categories.

We have seen that (∞, 1)-categories, in the form of different models, arise
naturally from model categories, and that translating from the framework of
model categories to that of (∞, 1)-categories is often useful as it allows for
more flexibility. When making computations in a model category, for practi-
cal purposes one might want to replace that model category with some smaller
version, obtained either by limiting the objects or by simplifying the mapping
spaces in some way. (In the last chapter, for example, we discussed taking ho-
motopically small replacements.) One approach to simplifying mapping spaces
is to take their nth Postnikov approximations. Since this construction defines a
monoidal functor in SSets, it can be extended nicely on the level of mapping
spaces in SC.

Let C be a small simplicial category with object set O. If V is a monoidal
category and F : SSets → V is a monoidal functor, we can obtain a category
enriched in V with object set O. For example, let Pn be the nth Postnikov

248
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section Pn : SSets → PnSSets, where PnSSets denotes the category of sim-
plicial sets with trivial homotopy groups above degree n. Then PnC is a cat-
egory enriched in PnSSets with object set O; we refer to such categories as
(PnSSets,O)-categories.

We make the following observations.

• The category P0C is equivalent to π0C, a category with object set O, but it is
cofibrant as a simplicial category. In fact, it looks like F∗(π0C).

• For n = 1, consider the adjoint functors

π̂1 : SSets ��Gpds : nerve��

where Gpds denotes the category of small groupoids and π̂1 agrees with
the fundamental groupoid functor on Kan complexes. Since these functors
commute with products, they can be extended to an adjoint pair between the
category of simplicial categories and the category of categories enriched in
groupoids, or track categories. Then P1C is equivalent to π̂1C via applying
the nerve of mapping spaces [20].

• The enriched category P2C is equivalent to a double track category or cate-
gory enriched in a certain type of double groupoid [35].

• Higher-order models are only conjectural.

In the context of Postnikov sections of simplicial sets, one considers k-
invariants, which are characteristic classes classifying the various Postnikov
sections. Likewise, we can consider the k-invariants of (SSets,O)-categories.
As a result, (PnSSets,O)-categories are important as they allow us to replace
one model by (a hopefully simpler) one with the same weak homotopy type,
since it is constructed inductively using essentially the same k-invariants. Fur-
thermore, they possess homotopy invariant information themselves.

However, even (PnS,O)-categories can still be unwieldy, so one additional
remedy is to restrict the object sets as well. This restriction leads to the notion
of a mapping algebra in the sense of [16, §9], which can be defined as follows.
Let C be a simplicial model category and A an object of C. Define CA to be
the full subsimplicial category of C generated by A under suspensions and
coproducts.

Definition 10.1.1 Let A be an object of a simplicial model category C. An A-
mapping algebra is a simplicial functor X : CA → SSets. An A-mapping alge-
bra is realizable if it takes an object A′ of CA to the mapping space MapC(A′,Y)
for some fixed object Y of C.

We denote such a realizable mapping algebra byMAY .
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Definition 10.1.2 An A-mapping algebra is realistic if it preserves limits.

In particular, if X is a realistic A-mapping algebra, then X(ΣA′) = ΩX(A′) for
any object A′ of CA, and X(∨Ai) =

∏
i X(Ai) where each Ai is an object of CA.

Furthermore, a realistic A-mapping algebra X is determined by the simplicial
set X(A).

Example 10.1.3 Let C = T op∗, the category of pointed topological spaces,
and A = S 1. ThenMS 1 Y = ΩY for all Y , which has an A∞-structure.

Any realistic S 1-mapping algebra X can be realized in this way, so that
X(A) = ΩY for some Y . When A = S k,MAY is a k-fold loop space, equipped
with an action of all mapping spaces between (wedges of) spheres on it and
its iterated loops. A realistic A-mapping algebra is any space Z equipped with
such an action. Since this action encodes the E(k) structure, we see that any
realistic A-mapping algebra is realizable.

For more general A, even A = S 1 ∨ S 2, the situation is more complicated, as
the purely algebraic approach of analyzing the group structure does not work.
However, by enhancing the structure of an A-mapping algebra suitably, one
can still recover Y from X up to A-equivalence [16, §10].

One can also map into A and its products and loop spaces to obtain a dual
definition. The realizable version is denoted byMAY .

We can think of these mapping algebras as simplicial categories as follows.
If O = ob(CA) and O+ = O ∪ {∗}, then an A-mapping algebra X is just a
(SSets,O+)-category such that X|O = CA and MapX(∗,−) = ∗. If we apply
the nth Postnikov section functor to an A-mapping algebra, we obtain an n-A-
mapping algebra, which is defined to be a (PnSSets,O+)-category extending
PnCA as above.

Example 10.1.4 When n = 0, we obtain a π0CA-algebra. If A is a homotopy
cogroup object, then the result is an algebraic theory in the sense of Lawvere
[82].

Example 10.1.5 If Y is a connected space, then π0Ω
kY = πkY , so for A = S 1,

P0MAY encodes the homotopy groups of Y .

We would like to consider n-realistic A-mapping algebras. In particular, if
X is realistic, we want to know if we can say anything about PnX. In fact, in
this case we recover an n-stem for Y [18, §1]. For example, Pn+kX〈k − 1〉 is
the (k − 1)-connective cover of Pn+kX whose homotopy groups are only in the
range from k to n + k. However, since we have no way to deloop, there is no
way to recover all of Y .
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As an application, derived functors of realizable mapping algebras can be
used to describe terms in the Adams spectral sequence [17, 18, 19].

10.2 Stable (∞, 1)-Categories

A natural question to ask is whether (∞, 1)-categories, in whatever model, can
be equipped with additional structure. Here, we look at what it means for an
(∞, 1)-category to be stable, but other possibilities include monoidal (∞, 1)-
categories or (∞, 1)-categories enriched in some monoidal category. Many of
these structures are addressed by Lurie [87] in the context of quasi-categories,
and it is from there that we take the definition of stable quasi-categories
below.

A starting point for this theory is the definition of a stable model category,
which is taken to be a model category whose homotopy category naturally has
the structure of a triangulated category [71, §7]. A central example in homo-
topy theory is that of spectra; like (∞, 1)-categories, there are many different
models for spectra, all of which are given by a stable model category. Since
each model for (∞, 1)-categories comes with an associated definition of ho-
motopy category, we could take the same definition, that an (∞, 1)-category is
stable if its homotopy category is triangulated. However, it is helpful to look in
more detail at some of the structure which makes the homotopy category trian-
gulated. Along the way, we get some glimpses of what category theory looks
like in the context of quasi-categories. In particular, we refer to 0-simplices of
a quasi-category as objects and to 1-simplices as morphisms.

Let us first review what it means for an ordinary category to be triangulated.

Definition 10.2.1 A category C is additive if

1 it is pointed, i.e., it has a zero object which is both initial and terminal,
2 it admits finite products, and
3 for any objects x and y ofC, the set HomC(x, y) has the structure of an abelian

group.

It is a consequence of these conditions that finite products and finite coprod-
ucts coincide, so in particular C admits finite coproducts.

Definition 10.2.2 [118, 10.2.1] An additive category T is triangulated if it is
equipped with a shift functor Σ : T → T which is an equivalence of categories
and a collection of distinguished triangles

x
f
→ y

g
→ z

h→ Σx,
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252 Variants on (∞, 1)-Categories

satisfying four axioms.

Now, we would like to describe quasi-categories whose homotopy cate-
gories have this structure. The first feature of a triangulated category is that
it is pointed, so that it has an object which is both initial and terminal. We want
to translate a notion of initial and terminal object into the homotopical setting
of a quasi-category. In particular, an initial object need not have a unique map
to every other object, but only a map which is unique up to homotopy.

Definition 10.2.3 Let K be a quasi-category. An object x ∈ X0 is initial if the
mapping space MapK(x, y) is contractible for every object y of K. Dually, an
object x is terminal if the mapping space MapK(y, x) is contractible for every
object y of K. A zero object of K is an object which is both initial and terminal.
If X has a zero object, it is pointed.

In passing to the homotopy category, an initial object in a quasi-category
becomes an initial object in the usual sense, and similarly for terminal objects
and zero objects. Now that we have pointed quasi-categories, we need a shift
functor and distinguished triangles. We first define what we mean by triangles.

Definition 10.2.4 Let K be a pointed quasi-category with zero object 0.

1 A triangle in K is given by a diagram

x y

0 z.

2 A fiber sequence in K is a triangle whose associated diagram is a pullback.

3 A cofiber sequence in K is a triangle whose associated diagram is a pushout.

Observe that this definition requires us to know what a pushout or a pullback
is in the context of a quasi-category. The idea is that, like the example of initial
and terminal objects, limits and colimits in quasi-categories satisfy appropriate
universal properties up to homotopy. Precise definitions can be found in Lurie
[88, 1.2.13].

Since we have a notion of a fiber or a cofiber sequence, we can define fibers
or cofibers of a given morphism in a quasi-category.

Definition 10.2.5 Let g : x→ y be a morphism in a quasi-category K.
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1 A fiber of g is the pullback w in a fiber sequence

w x

0 y.

g

2 A cofiber of g is the pushout z in a cofiber sequence

x y

0 z.

g

Definition 10.2.6 A quasi-category K is stable if:

1 it is pointed,

2 every morphism in K admits a fiber and a cofiber, and

3 a triangle in K is a fiber sequence if and only if it is a cofiber sequence.

Now we are ready to describe the shift functor. Let x be an object of a stable
quasi-category K. Take a cofiber of a map x→ 0 and denote it by Σx; this con-
struction defines a functor Σ : K → K. Dually, one could take a fiber of a map
0 → x and denote it by Ω. The functors Σ and Ω define inverse equivalences
on K, similarly to the suspension and loop functors on the category of spectra.
More explicit details can be found in Lurie [87].

Lastly, we define distinguished triangles.

Definition 10.2.7 A distinguished triangle in a stable quasi-category is given
by a diagram

x y 0

0′ z Σx

f

g

h

in which: the objects 0 and 0′ are zero objects, and both squares are pushout
diagrams. In particular, the outer rectangle is also a pushout diagram.

The following theorem is the first main result of Lurie [87].

Theorem 10.2.8 Suppose K is a stable quasi-category. Then its homotopy
category is a triangulated category, with shift functor induced by the functor Σ
and distinguished triangles induced by those given in the above definition.
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Some important examples of stable quasi-categories are the quasi-category
of spectra, which can be obtained via a composite of the simplicial localization
and coherent nerve functors on any model category of spectra, and a quasi-
categorical version of the derived category of an abelian category, whose ho-
motopy category recovers the classical derived category.

10.3 Dendroidal Objects

One generalization of (∞, 1)-categories is to (∞, 1)-operads. A colored operad,
or multi-category, is a generalization of a category in which morphisms are per-
mitted to have multiple (or no) input objects but still only one output object.
There are two primary approaches to (∞, 1)-operads currently in the literature.
The first is the dendroidal approach, where the indexing category Δ is replaced
by a category Ω of trees, defined by Moerdijk and Weiss [93, 94]. There are
analogues of quasi-categories, called dendroidal sets, as well as analogues
of Segal categories and complete Segal spaces given by replacing Δ with Ω
and making appropriate changes to the Segal condition. Work of Cisinski and
Moerdijk [45, 46, 47] establishes that they all have Quillen equivalent model
structures which are in turn Quillen equivalent to the model structure on sim-
plicial colored operads.

The second approach has been defined by Lurie [87]. Rather than modifying
the diagram Δ, this method consists in adding structure to a quasi-category
in the form of markings. However, the appropriate model category has been
shown to be equivalent to the dendroidal set model in recent work of Heuts,
Hinich, and Moerdijk [68], at least in the nonunital setting. Further work in
this direction is being done by Barwick [9] and by Chu, Haugseng, and Heuts
[43].

Here, we primarily focus on the dendroidal approach, as analogies can be
made fairly easily with the contents of this book. For a more extended survey,
we suggest the notes of Moerdijk [92].

Let us begin with a brief description of simplicial colored operads. A simpli-
cial (symmetric) colored operad P is given by a set of colors C and, for each
(n + 1)-tuple (c1, . . . , cn; c) of elements of C, a simplicial set P(c1, . . . , cn; c),
together with appropriate composition maps. The idea is that P(c1, . . . , cn; c)
consists of the operations whose inputs are the colors c1, . . . , cn and whose out-
put is c. Such operations can be composed when colors match appropriately,
and there are unit maps Δ[0] → P(c, c) for all c ∈ C, as well as an action of
the symmetric group Σn on each (c1, . . . , cn; c). Composition is required to be
suitably equivariant, and associativity and unit axioms hold as usual.
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10.3 Dendroidal Objects 255

Theorem 10.3.1 [46, 1.14], [108] There is a model structure on the category
of simplicial colored operads which is analogous to the model structure on
simplicial categories.

In particular, weak equivalences are defined via Dwyer–Kan equivalences,
or morphisms which are suitably fully faithful and essentially surjective, and
fibrations are defined by fibrations on spaces of operations but also satisfy an
appropriate lifting condition.

But like simplicial categories, simplicial colored operads have limitations
in practice due to their rigidity. We would like to have counterparts to quasi-
categories, Segal categories, and complete Segal spaces which model operadic
rather than categorical structures, and for which composition is only defined
up to homotopy.

The idea behind dendroidal objects is to find a generalization of the category
Δ suitable for working with colored operads rather than categories. The objects
of this category are given by certain kinds of trees.

A tree is a (nonplanar) graph with no cycles. A tree must have at least one
edge, specified as the root; edges meet at a vertex, but edges which only meet
other edges on one end need not have a vertex on the other end. The root is
always such an edge; any others are called leaves. The data of a tree consists
of both the graph and the choice of root. As an example, for n ≥ 0, the corolla
Cn is the tree with one vertex and n + 1 edges, one of which is specified as the
root.

Just as the ordered set [n] can be thought of as a category freely generated
by the ordering of the elements, from any tree T we can obtain a free colored
operad. The set of colors is just the set of edges, so that each edge has a distinct
color, and we have one generator for each vertex v. Choosing an order for the
incoming edges e1, . . . , en, the generator v is in (e1, . . . , en; e) where e is the
outgoing edge of v. This colored operad is denoted by Ω(T ).

The categoryΩ, defined to be the full subcategory of the category of colored
operads with objects the free colored operads generated by trees, as described
above, is the desired analogue of Δ for operads.

Linear trees with n vertices and n + 1 edges correspond to the objects of Δ
by taking the edges of a linear tree to elements of a set with n + 1 elements.
Thus, Δ is naturally a subcategory of Ω.

Definition 10.3.2 A dendroidal set is a functor Ωop → Sets. More generally,
if C is a category then a dendroidal object in C is a functor Ωop → C.

We denote by dSets the category of dendroidal sets.
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The following model structure is the analogue of the quasi-category model
structure.

Theorem 10.3.3 [45, 46] There is a model structure on the category of den-
droidal sets in which the fibrant objects satisfy an inner Kan condition. Fur-
thermore, there is a Quillen equivalence between this model category and the
model structure on simplicial colored operads.

There are also dendroidal analogues of Segal categories and complete Segal
spaces, whose underlying objects are dendroidal spaces, or functors Ωop →
SSets. We denote by dsSets the category of dendroidal spaces. Notice that
any simplicial set or dendroidal set can be regarded as a dendroidal space by
taking it to be constant in the dendroidal or simplicial direction, respectively; in
this way we consider Ω[S ] as a discrete dendroidal space. A Segal preoperad
is a dendroidal space X for which the image of the tree consisting only of the
root is a discrete simplicial set.

Theorem 10.3.4 [47] There is a model structure on the category of Segal
preoperads in which the fibrant objects are the Segal operads. There is also a
model structure on the category of all dendroidal spaces in which the fibrant
objects are complete Segal. They are Quillen equivalent to one another and to
the dendroidal set model structure.

One might ask, given that dendroidal sets are developed as analogues of
quasi-categories, whether there are conditions that make them more like spaces.
Bašić and Nikolaus show that there is indeed a notion of Kan dendroidal sets,
which model connective spectra [14].

10.4 Higher (∞,n)-Categories

In this section we look at some of the ways that the approaches to (∞, 1)-
categories can be generalized to models for more general (∞, n)-categories. A
guiding principle in this work is that an (∞, n)-category should, in some sense,
be a category enriched in (∞, n − 1)-categories.

From that perspective, we could consider categories enriched in any of the
models for (∞, 1)-categories that we have presented. Thus, we obtain several
different models for (∞, 2)-categories. However, they are not all optimal from
the perspective of homotopy theory. The model structure for simplicial cate-
gories, for example, is not cartesian closed, so we do not expect to be able to
define a model structure on the category of small categories enriched in simpli-
cial categories. Even if we took enriched categories in one of the models which
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10.4 Higher (∞, n)-Categories 257

is cartesian, such as complete Segal spaces, we would not expect a cartesian
model structure and therefore further iteration would not produce enriched
structures that could be equipped with a model structure.

Furthermore, part of the motivation for weaker models, even in the case
of (∞, 1)-categories, was that natural examples do not satisfy strict enrich-
ment. Hence, even aside from homotopy-theoretic concerns there is reason
to want weaker models. Therefore, we want to construct higher-order versions
of the models which already have weak enrichment: quasi-categories, Segal
categories, and complete Segal spaces.

We first consider Θn-spaces as higher-order complete Segal spaces. We be-
gin by recalling the definition of theΘ-construction, as first described by Berger
[23]. Let C be a small category, and define ΘC to be the category with objects
[m](c1, . . . , cm) where [m] is an object of Δ and each ci is an object of C. A
morphism

[m](c1, . . . , cm)→ [q](d1, . . . , dq)

is given by (δ, { fi j}) where δ : [m] → [q] in Δ and fi j : ci → d j are morphisms
in C indexed by 1 ≤ i ≤ m and 1 ≤ j ≤ q where δ(i − 1) < j ≤ δ(i) [102, 3.2].

Inductively, let Θ0 be the terminal category with a single object and no non-
identity morphisms, and then define Θn = ΘΘn. Note that Θ1 = Δ. The cate-
gories Θn have also been studied in unpublished work of Joyal, using a more
direct definition.

Looking at the case of Θ2, we can think of objects as objects of Δ whose
arrows are labeled by other objects of Δ; for example, [4] ([2], [3], [0], [1]) can
be depicted as

0
[2] ��1

[3] ��2
[0] ��3

[1] ��4 ,

but since these labels can also be interpreted as strings of arrows, we get a
diagram such as

0
��
��
��

		

		

1

	�

�� 
�

		

		

		

2 �� 3
�

��		
4.

The elements of this diagram can be regarded as generating a strict 2-category
by composing 1-cells and 2-cells whenever possible. In other words, the ob-
jects of Θ2 can be seen as encoding all possible finite compositions that can
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take place in a 2-category, much as the objects of Δ can be thought of as listing
all the finite compositions that can occur in an ordinary category.

We can consider functors X : Θop
n → Sets and ask that they satisfy higher-

order analogues of the Segal and completeness conditions. Let us look, for
example, at the object [4]([2], [3], [0], [1]) of Θ2 that we considered above.
One Segal condition on X would require that

X([4]([2], [3], [0], [1]))

� X([1]([2])) ×X[0] X([1]([3])) ×X[0] X([1]([0])) ×X[0] X([1]([1])).

In other words, we can break up the horizontal composition. However, another
Segal condition gives us vertical composition, so that, for example,

X([1]([2])) � X([1]([1])) ×X([1]([0])) X([1]([1])).

The completeness conditions are also analogous to the one for complete Segal
spaces. Indeed, the first one is essentially the same, saying that X[0] should be
weakly equivalent to the subspace of X([1]([0])) consisting of homotopy equiv-
alences. The second is similar, but up one dimension; it says that X([1]([0]))
is weakly equivalent to the subspace of X([1]([1])) consisting of homotopy
equivalences.

Of course, here we have only given an idea, and making these conditions
precise is quite technical, especially for general values of n. Nonetheless, we
give the following heuristic definition.

Definition 10.4.1 A functor X : Θn → SSets is aΘn-space if it satsifies Segal
and completeness conditions at all levels.

We can put Θn-spaces into the model category framework as follows.

Theorem 10.4.2 [102, 8.1] There is a cartesian model structure, denoted by
ΘnS p, on the category of functors Θop

n → SSets in which the fibrant objects
are the Θn-spaces.

As complete Segal spaces are known to be equivalent to simplicial cate-
gories, establishing them as models for (∞, 1)-categories, Θn+1S p should be
Quillen equivalent to a model category whose objects are categories enriched
in ΘnS p, further strengthening the view that they are indeed models for
(∞, n + 1)-categories.

The existence of the appropriate model structure for enriched categories can
be regarded as a special case of a result of Lurie [88, A.3.2.4]. It is the natural
generalization of the model structure SC for simplicial categories.

Theorem 10.4.3 [32, 3.11] There is a cofibrantly generated model structure
on the category ΘnS p − Cat of small categories enriched in ΘnS p in which
the weak equivalences f : C → D are given by the appropriate analogues of
Dwyer–Kan equivalences.
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We claim that there is a chain of Quillen equivalences connectingΘnS p−Cat
to Θn+1S p:

ΘnS p−Cat � SeCat f (ΘnS p)� SeCatc(ΘnS p)� CSS(ΘnS p)� Θn+1S p.

Definition 10.4.4 A Segal precategory in ΘnS p is a functor X : Δop → ΘnS p
such that X0 is a discrete object in ΘnS p, i.e., a constant Θn-diagram of sets. It
is a ΘnS p-Segal category if, additionally, the Segal maps

ϕk : Xk → X1 ×X0 · · · ×X0 X1︸����������������︷︷����������������︸
k

are weak equivalences in ΘnS p for all k ≥ 2.

Theorem 10.4.5 [32, 6.9, 6.12] There are two cofibrantly generated model
structures SeCatc(ΘnS p) and SeCat f (ΘnS p) on the category of Segal pre-
categories in ΘnS p whose fibrant objects are Segal categories in ΘnS p. The
former has all monomorphisms as cofibrations, whereas the latter has fewer
cofibrations. The identity functor induces a Quillen equivalence between them.

Theorem 10.4.6 [32, 7.6] A higher-order version of the simplicial
nerve functor induces a Quillen equivalence between (ΘnS p)−Cat and
SeCat f (ΘnS p).

To complete the chain of Quillen equivalences, we need to understand com-
plete Segal objects in ΘnS p. The rough idea is to impose Segal and complete-
ness conditions on functors X : Δop → ΘnS p. This structure is perhaps the
most subtle to define precisely, which we do not do here.

Theorem 10.4.7 [33] There is a simplicial model structure CSS(ΘnS p) on
the category of functors Δop × Θop

n → SSets in which the fibrant objects are
the complete Segal space objects in ΘnS p.

We can continue our chain of Quillen equivalences as follows.

Theorem 10.4.8 [33] There is a Quillen equivalence between SeCatc(ΘnS p)
and CSS(ΘnS p).

Finally, we need to establish a Quillen equivalence between CSS(ΘnS p)
and Θn+1S p. To do so, let us first consider the functor d : Δ × Θn → Θn+1

defined by ([n], θ) �→ [n](θ, . . . , θ). We get an induced functor d∗ : SSetsΘ
op
n+1 →

SSetsΔ
op×Θop

n and its right Kan extension d∗.

Corollary 10.4.9 [33] The adjoint pair (d∗, d∗) induces a Quillen equivalence
of localized model categories

d∗ : CSS(Θn−1S p)� ΘnS p : d∗.
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However, this Quillen equivalence can be extended to a chain, by iterating
the application of the adjoints (d∗, d∗).

Observe that the functor d can be iterated to obtain a chain of functors con-
necting Δn and Θn:

Δn → Δn−1 × Δ→ Δn−2 × Θ2 → · · · → Δ × Θn−1 → Θn.

This chain induces a string of Quillen pairs

SSets(Δop)n
� SSets(Δop)n−1×Δop

� · · ·� SSetsΘ
op
n

on the level of injective model structures.
Imposing appropriate Segal and completeness conditions, let us write the

corresponding chain of localized model structures

CSSn(SSets)� CSSn−1(Θ1S p)� · · ·� CSS(Θn−1S p)� CSS0(ΘnS p).

Observe that, in the case where i = 0, we have CSS0(Θn−1S p) = Θn−1S p.
At the other extreme, if i = n, this description of the fibrant objects coincides
with the Barwick–Lurie definition of n-fold complete Segal spaces [89].

Corollary 10.4.10 [33] There is a chain of Quillen equivalences

CSSn(SSets)� CSSn−1(Θ1S p)� · · ·� CSS(Θn−1S p)� ΘnS p.

One might ask if there is a corresponding analogue of quasi-categories. This
question was asked by Joyal and led to the first definition of the categories
Θn, but trying to describe the correct horn-filling-type conditions proved to be
difficult. The problem was resolved by Ara, who induced a model structure for
Θn-sets from the model structure for Θn-spaces, in such a way that the two are
Quillen equivalent [1].

Here we have only given a route through the various approaches. Other ap-
proaches include the Segal n-categories of Hirschowitz and Simpson [70] and
Pellissier [97], the axiomatic approach of Barwick and Schommer-Pries [13],
and the n-relative categories of Barwick and Kan [12].
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(∞, n)-category, 77, 256
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∞-groupoid, 76
n-arrow, 97
n-category, 75
n-coskeleton, 47
n-simplex, 35

in a simplicial set, 35
topological, 37

n-skeleton, 47
nth Postnikov approximation, 57
2-category, 75

accessible category, 55
accessible class of maps, 55
accessible functor, 55
acyclic cofibration, 18

closed under pushout, 21
cofibrantly generated, 31
generating, 30

acyclic fibration, 18
closed under pullback, 22
Reedy, 51

additive category, 251
adjoint functors, 7, 12, 25, 38

forgetful-free, 60, 79
skeleton–coskeleton, 48

associativity, 4, 11
atomic morphism, 97

bead, 174
bicategory, 76

bisimplicial set, 37, 45
boundary of an n-simplex, 35
Bousfield localization, 57

cartesian closed category, 63
relative categories, 214

cartesian model category, 63
Θn-spaces, 258
complete Segal spaces, 111
recognition of, 64
Segal categories, 145
Segal spaces, 104
simplicial sets, 63
simplicial spaces, 64

categorical equivalence, 114
categorical homotopy, 113
category, 4

accessible, 55
additive, 251
cartesian closed, 63
closed monoidal, 12
closed symmetric monoidal, 12
enriched, 13
equivalence of, 7, 10
filtered, 9
free, 79
locally presentable, 54
monoidal, 11
of chain complexes, 14
of components, 80
of dendroidal sets, 255
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of groups, 5
of relative categories, 214
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of simplicial sets, 36
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opposite, 6
small, 5
symmetric monoidal, 12
triangulated, 251
with all small colimits, 9
with all small limits, 8

category Θn, 257
category with weak equivalences, 78, 213

chain complexes, 15
groups, 15
topological spaces, 15

cellular model category, 32
localization, 57
topological spaces, 32

chain complexes, 14
characteristic relative functor, 216
classification complex, 236
classification diagram, 221, 236
classifying complex, 237
classifying diagram, 72, 104, 234
classifying space of a group, 67
closed monoidal category, 12, 32
closed symmetric monoidal category, 12
codegeneracy map, 35
coequalizer, 9
coface map, 35
cofiber, 252
cofiber sequence, 252
cofibrant object, 20

complete Segal spaces, 111
fixed-object Segal categories, 135
relative categories, 230
Segal categories, 139
Segal spaces, 104
simplicial categories, 86, 97
simplicial sets, 38
topological spaces, 21

cofibrant replacement, 20
cofibrantly generated model category, 30

from an adjoint pair, 31
recognition of, 31, 56

cofibration, 18
closed under pushout, 21
cofibrantly generated, 31
complete Segal spaces, 111
fixed-object Segal categories, 134, 135
fixed-object Segal precategories, 134
fixed-object simplicial categories, 85
generating, 30
in projective model structure, 46

localized model structure, 57
quasi-categories, 160
Reedy, 49
relative categories, 230
Segal categories, 139, 148
Segal spaces, 104
simplicial sets, 38
topological spaces, 18

coherent nerve, 100, 171
colimit, 9

directed, 9
filtered, 9
of fixed-object Segal precategories, 131
of fixed-object simplicial categories, 84

combinatorial model category, 55
localization, 57
simplicial sets, 55

compact object, 32
complete Segal space, 110
complete Segal space model structure, 111
completion

of a category, 120
of a Segal space, 120, 121

composition, 4
in a Segal space, 108

coproduct, 9
cosieve, 215
cosimplicial identities, 35
cosimplicial object, 37
cover, 104
CW approximation theorem, 17
cylinder object, 23

degeneracy map, 35
degenerate simplex, 35, 36
dendroidal category Ω, 255
dendroidal complete Segal space, 256
dendroidal object, 255
dendroidal set, 255
dendroidal space, 256
derived category, 15
diagram, 7
diagram category, 10
directed colimit, 9
directed poset, 9
discrete nerve, 114
discretization, 145
distinguished triangle, 251

in a stable quasi-category, 253
Dwyer inclusion, 216
Dwyer map, 216
Dwyer–Kan equivalence
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of Segal precategories, 139
of Segal spaces, 116
of simplicial categories, 81
of simplicial sets, 198

effective monomorphism, 32
enriched category, 13, 75, 256

in simplicial sets, 42
equalizer, 8
equivalence

in a quasi-category, 162, 173
Joyal, 159, 160
of categories, 7, 10

essentially surjective functor, 7

face map, 35
faithful functor, 7
fiber, 252
fiber sequence, 252
fibrant object, 20

complete Segal spaces, 111
fixed-object Segal categories, 136, 137
localized model structure, 57, 58
quasi-categories, 160
Segal categories, 142, 149
Segal spaces, 104
simplicial categories, 96
simplicial sets, 38
topological spaces, 21

fibrant replacement, 20
fibration, 18

closed under pullback, 22
fixed-object Segal precategories, 131
fixed-object simplicial categories, 85
Hurewicz, 18
Joyal, 160
Kan, 160
Reedy, 49
relative categories, 230
Serre, 18
simplicial categories, 87
simplicial sets, 38
topological spaces, 18

filtered colimit, 9
filtered colimits, 55
flagged necklace, 181
flanked flagged necklace, 182
forgetful functor, 7
free category, 79, 85
free functor, 7
free map of simplicial categories, 85
free product of categories, 85
free resolution of a category, 171

full functor, 7
full subcategory, 6
fully faithful functor, 7
functor, 6

accessible, 55
adjoint, 7
essentially surjective, 7
faithful, 7
forgetful, 7
free, 7
full, 7
fully faithful, 7
homotopy initial, 42
reflecting weak equivalences, 26
representable, 11

functor category, 10
functorial factorization, 19

from small object argument, 30

generating acyclic cofibration, 30
fixed-object Segal precategories, 132, 135
projective model structure, 47
Reedy, 50
Segal categories, 140, 148
simplicial categories, 87
simplicial sets, 38
topological spaces, 30

generating cofibration, 30
fixed-object Segal precategories, 133, 135
projective model structure, 47
Reedy, 51
Segal categories, 127, 128, 139, 148
simplicial categories, 87
simplicial sets, 38
topological spaces, 30

geometric realization, 38
groupoid, 5

nerve of, 68

hammock localization, 80
homotopically small simplicial set, 236
homotopy

for quasi-categories, 159
for topological spaces, 23
in a model category, 24
in a Segal space, 108
of relative functors, 215
of simplicial spaces, 224

homotopy category, 25
as a localization, 25
of a Segal space, 108
of topological spaces, 17

homotopy colimit, 40
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homotopy equivalence, 14
in a Segal space, 109
in a simplicial category, 86
of quasi-categories, 160
of relative categories, 215
of simplicial spaces, 224

homotopy initial functor, 42
homotopy limit, 40
homotopy mapping space, 44
homotopy monomorphism, 111
homotopy theory, 27

of homotopy theories, 82
horn of an n-simplex, 35
Hurewicz fibration, 18

initial object, 5, 10
in a quasi-category, 252

initial subdivision, 219
injective model structure, 20, 45
inner anodyne map, 161
inner fibrant simplicial set, 161
inner fibration, 161
inner horn, 70
inner Kan complex, 71
internal hom object, 12

join of simplicial sets, 194
joint, 174
Joyal equivalence, 159, 160
Joyal fibration, 160

Kan complex, 38, 69
Kan fibration, 160
Kan weak equivalence, 160

leaf, 255
left adjoint functor, 7

preserves colimits, 10
left Bousfield localization, 57
left derived functor, 26
left homotopy, 23
left lifting property, 19

preserved by transfinite composition, 29
left proper model category, 28

complete Segal spaces, 111
localization, 57
quasi-categories, 160
relative categories, 230
Segal categories, 144, 149
Segal spaces, 104
simplicial categories, 99

limit, 8
of fixed-object Segal precategories, 130
of fixed-object simplicial categories, 84

local equivalence, 56
local object, 56
localization, 14

homotopy category as, 25
of a model category, 57
of a Segal precategory, 138

locally constant, 210
locally presentable category, 54

mapping algebra, 249
mapping space

in a quasi-category, 194, 198
in a Segal space, 107
in a simplicial category, 42
in a simplicial set, 195

model category, 18
Θn-spaces, 258
cartesian, 63
categories enriched in Θn-spaces, 258
cellular, 32
chain complexes, 27
cofibrantly generated, 30
combinatorial, 55
complete Segal objects in Θn-spaces, 259
complete Segal spaces, 111
dendroidal sets, 256
determined by cofibrations and fibrant

objects, 21
fixed-object Segal categories, 134, 135
fixed-object Segal precategories, 131, 134
fixed-object simplicial categories, 85
for chain complexes, 20
for topological spaces, 20
homotopy category of, 25
left proper, 28
localization, 57
monoidal, 32
proper, 28
quasi-categories, 160
Quillen equivalent, 26
relative categories, 230
right proper, 28
Segal categories, 139, 148
Segal categories in Θn-spaces, 259
Segal spaces, 104
simplicial, 43
simplicial categories, 86
simplicial colored operads, 255
simplicial sets, 38
simplicial spaces, 45, 48
simplicial spaces, projective, 46
symmetric monoidal, 33
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monoidal category, 11
monoidal model category, 32
morphism, 4

atomic, 97
in a quasi-category, 251

multiplicative system, 15

natural isomorphism, 10
natural transformation, 10
necklace, 174

flagged, 181
flanked, 182

nerve
of a category, 36, 66
of a simplicial category, 99

object, 4
initial, 5, 10
of a quasi-category, 251
of a Segal space, 107
small, 29
terminal, 5, 10
zero, 5

operad, 254
opposite category, 6, 35
ordered simplicial set, 176
Ore’s condition, 16
outer horn, 70
overcategory, 6

model structure, 21

path object, 24
product, 8
projective model structure, 20, 46
proper model category, 28

fixed-object simplicial categories, 85
simplicial spaces, 46
topological spaces, 28

pullback, 8
pullback-corner map, 43
pushout, 9
pushout-product map, 43, 63

quasi-category, 71, 157
pointed, 252
stable, 253

Quillen equivalence, 26
categories enriched in and Segal categories

in Θn-spaces, 259
complete Segal spaces and relative

categories, 232
dendroidal sets and simplicial operads, 256
fixed-object Segal category model

structures, 135

fixed-object simplicial categories and Segal
categories, 138

localization of, 59
quasi-categories and complete Segal spaces,

211
quasi-categories and simplicial categories,

206
Segal categories and complete Segal spaces,

147
Segal categories and simplicial categories,

156
Segal category model structures, 150
simplicial sets and topological spaces, 39

Quillen pair, 25
localization of, 59
Segal categories and complete Segal spaces,

147
simplicial categories and Segal categories,

151
Quillen’s theorem A, 42

realistic mapping algebra, 250
realizable mapping algebra, 249
reduced hammock, 80
reduction functor, 126
Reedy category, 47
Reedy model structure, 48

same as injective for simplicial spaces, 53
relative I-cell complex, 29
relative category, 213

maximal, 214
minimal, 214

relative functor, 213
relative inclusion, 213
relative poset, 214
representable functor, 11, 35, 45
right adjoint functor, 7

preserves limits, 10
right derived functor, 26
right homotopy, 24
right lifting property, 19
right proper model category, 28

simplicial categories, 98
rigidification functor, 171, 172
root, 255

Segal category, 125
in Θn-spaces, 259

Segal condition, 103
Segal map, 36, 54, 103
Segal operad, 256
Segal precategory, 125

in Θn-spaces, 259
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Segal preoperad, 256
Segal space, 103
Segal space model structure, 104
Serre fibration, 18
sieve, 215
simplex category, 37
simplicial category, 42, 83

as a simplicial localization, 82
simplicial computad, 97
simplicial functor, 83
simplicial group, 37
simplicial indexing category Δ, 34
simplicial localization, 79
simplicial model category, 43, 82

complete Segal spaces, 111
fixed-object simplicial categories, 85
Segal categories, 144
Segal spaces, 104
simplicial sets, 43
simplicial spaces, 45, 46

simplicial monoid, 86
simplicial nerve, 99
simplicial object, 37

simplicial category as, 42
simplicial resolution, 79
simplicial set, 35

as a colimit, 38
geometric realization of, 38
model structure, 38

simplicial space, 45
as a homotopy colimit, 47

singular functor, 38
small category, 5
small object, 29
small object argument, 30
source, 4
space of homotopy equivalences, 110
special anodyne map, 162
special classification complex, 236
special horn, 162
special inner fibration, 164
special left horn, 162
special right horn, 162
spine, 174
stable quasi-category, 253
strict n-category, 75
strict local equivalence, 59
strictly local object, 59, 151
strong deformation retraction of relative

categories, 215
strong retract of simplicial categories, 85

subcategory, 6
full, 6

subdivision, 220
symmetric colored operad, 254
symmetric monoidal category, 12
symmetric monoidal model category, 33

simplicial sets, 39
topological spaces, 33

target, 4
terminal object, 5, 10

in a quasi-category, 252
terminal subdivision, 218
Thomason model structure, 71
topological space

as an∞-groupoid, 76
localization of, 57

total left derived functor, 27
total right derived functor, 27
totally nondegenerate necklace, 182
track category, 249
transfinite composition, 29
tree, 255
triangle, 252
triangulated category, 251
tricategory, 76
two-fold subdivision, 220
two-out-of-three property, 19

for Dwyer–Kan equivalences of Segal
spaces, 116

for Joyal equivalences, 169

undercategory, 6
model structure, 21

underlying category of a relative category, 213
unit, 5, 11
universe axiom, 15

Warsaw circle, 17
weak∞-groupoid, 76
weak n-category, 76
weak equivalence, 14, 18

between fibrant objects in a localized model
category, 57

fixed-object Segal categories, 134
fixed-object Segal precategories, 131, 134
fixed-object simplicial categories, 85
in a relative category, 213
Kan, 160
localized model structure, 57
of complete Segal spaces, 111
of quasi-categories, 160
of relative categories, 230
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of Segal categories, 148
of simplicial categories, 86
of simplicial sets, 38
of simplicial spaces, 45
Reedy, 49
Segal categories, 139
Segal spaces, 104

weak homotopy equivalence, 14
but not a homotopy equivalence, 17

weakly contractible, 39
Whitehead’s theorem, 17

Yoneda embedding, 11
Yoneda lemma, 11, 36

zero object, 5
in a quasi-category, 252
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